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Radiative forcing geoengineering causes
higher risk of wildfires and permafrost
thawing over the Arctic regions
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Radiative forcing geoengineering is discussed as an intermediate solution to partially offset
greenhouse gas-driven warming by altering the Earth’s energy budget. Here we use an Earth System
Model to analyse the response in Arctic temperatures to radiative geoengineering applied under the
representative concentration pathway 8.5 to decrease the radiative forcing to that achieved under the
representative concentration pathway 4.5. The threemethods Stratospheric Aerosol Injection, Marine
Cloud Brightening, and Cirrus Cloud Thinning, mitigate the global mean temperature rise, however,
under our experimental designs, the projected Arctic temperatures are higher than if the same
temperature was achieved under emission mitigation. The maximum temperature increase under
Cirrus Cloud Thinning and Marine Cloud Brightening is linked to carbon dioxide plant physiological
forcing, shifting the system into climatic conditions favouring the development of fires. Under
Stratospheric Aerosol Injection, the Arctic land with temperatures permanently below freezing
decreased by 7.8% compared to the representative concentration pathway 4.5. This study concludes
that these specific radiative forcing geoengineering designs induce less efficient cooling of the Arctic
than the global mean and worsen extreme conditions compared to the representative concentration
pathway 4.5.

In 2015, 196 nations agreed to limit the globalmean temperature increase to
2 °C—aiming for 1.5 °C—in the Paris Agreement treaty1. For the first time,
global nations united to take action against climate change, which is seen by
manyas amilestone in the attempts to limit temperature increase on aglobal
scale.However, this requires all countries to accelerate their implementation
of policies to reach the required reduction in anthropogenic carbon dioxide
(CO2) emissions. Current estimates factoring in national policies assume a
median emission reduction gap by 2030 of approximately 22.4 GtCO2-
equivalent for the 2 °C pathway2, when CO2 emissions should have
decreased by 45% compared to 20103.

In the meantime, geoengineering is being discussed as an option to
partially offset anthropogenic climate warming to buy time to reduce

greenhouse gas emissions and develop mitigation strategies. The most
commonly discussed types of geoengineering are Carbon Dioxide Removal
(CDR) and Radiative Forcing Geoengineering (RFG). While CDR aims to
removeCO2 from the atmosphere, for example by enhancingweathering or
afforestation, RFG would alter the Earth’s radiation budget4,5. We have
chosen the termRFGhere, in contrast to e.g., Solar RadiationManagement,
as it is inclusive of methods that alter the longwave radiation budget of the
Earth.Of these two, onlyCDRaddresses the root of theproblemby targeting
a CO2 reduction in the atmosphere. It would, however, take decades to
implement efficient CDR methods on a large scale and require more
resources than RFG in the process4,6,7. RFG could be deployed within a few
years, pending sufficient research and development, with an almost
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immediate effect on the climate. It has been proposed that RFG could be
useful to rapidly cool the climate, for example to keep the Earth system from
reaching tipping points4,7. While there are no clear cost estimates for Cirrus
Cloud Thinning and Marine Cloud Brightening, Stratospheric Aerosol
Injection was estimated to cost around $18 billion year−1 per degree Celsius
of global warming avoided8.

Three RFG methods are commonly considered among scientists:
Cirrus Cloud Thinning (CCT), Marine Cloud Brightening (MCB) and
Stratospheric Aerosol Injection (SAI). CCT aims to increase the outgoing
longwave radiation at the top of the atmosphere by thinning high cirrus
clouds that trap longwave radiationwithin the Earth system9.MCB and SAI
both act on the shortwave radiation budget of the climate system. Specifi-
cally, MCB aims to increase cloud albedo and reflection of sunlight over
oceans10,11, while SAI aims to build a layer of aerosols in the stratosphere that
scatters part of the incoming solar radiation, increasing theEarth’s planetary
albedo12. Without removing CO2 from the atmosphere, all three RFG
methods would require a long-term implementation to maintain global
cooling. RFG termination would lead to a rapid increase in global
termperature4,5.

Earth System Models have been used to assess the impacts of large-
scale RFG on various aspects of the Earth system to fully understand the
feedbacks and consequences of RFG application. We use the Norwegian
Earth System Model (NorESM1-ME)13,14 to understand the responses and
feedbacks of terrestrial systems. We apply the three most commonly dis-
cussed RFGmethods; (i) CCT by increasing the fall speed of ice crystals for
temperatures below−38 °C, (ii) MCB by increasing the natural emission at
the ocean surface of sea salt aerosols in the accumulation mode into the
atmosphere between the latitudes of 45°S and 45°N, increasing the cloud
albedo over land and ocean and (iii) SAI by prescribing the properties of an
injected layer of sulphur dioxide in the stratosphere in a grid cell close to the
equator (see Methods or Muri et al. (2018)5).

While numerous independent studies have confirmed the efficacy of
RFG in limiting future global warming, e.g., keeping global mean tem-
perature increase below 2 °C5,15,16, others have found undesirable effects on
climate conditions and related ecosystem effects under RFG implementa-
tion. Such undesirable effects include changes in precipitation patterns17,
monsoon periods18, crop yields19, altered ocean productivity20, enhanced
ocean acidification21 anddryland expansion22.A few studies have focusedon
theArctic cryosphereor ecosystemresponseunderRFG,mostly focusingon
the effects of SAI on sea ice or permafrost.While one study found that sea ice
extent still decreases under two different SAI approaches, although not as
quickly as under their reference scenario23, another found that SAI can
remediate sea ice cover bymid-century, but that large, sustained emission of
SO2 would be required

24. Other studies analysed the most beneficial timing
of SO2 injection to achieve the highest restoration of sea ice per unit of
injection, finding that injecting SO2 at 60°N during spring leads to peak
aerosol depth in the summer25. Another study analysed the response of
permafrost warming under two different SAI scenarios applied to the
RCP8.5 emission scenario, concluding that SAI slows down the warming of
permafrost but not to the level of RCP4.526. Several studies have shown that
equatorial-injected SAI andMCB tend to cool theArctic less than the global
mean by the nature of their design, as they are mainly applied over the
tropics and mid-latitudes (e.g. refs. 27,28). However, there is a lack of
thorough analysis on how different RFGmethods will impact high-latitude
ecosystems, especially considering extreme temperatures. Generally, polar
regions have not been the centre of attention in RFG studies.We emphasise
the importance of polar regions, not only due to the amplified climate
change they are undergoing29, but also due to their climate and ecological
teleconnections to mid-latitudes30,31, which play an important role in con-
trolling the Earth’s climate32. It is crucial to understand the potential side
effects of RFGon theArctic andhowRFGmight alter theArctic climate and
ecosystems.

RFGwould cool the Earth by offsetting the radiative forcing fromCO2,
but would not directly downregulate the high CO2 concentration in the
atmosphere. In addition to its greenhouse warming effect, CO2 indirectly

influences the climate through its impact on plant physiology, with the two
main processes being CO2 fertilisation and stomatal closure which have
opposite effects on transpiration33. The two processes are often summarised
under the term plant physiological forcing. The CO2 fertilisation effect was
found to be dominant over changes in temperature, precipitation and
radiation for tropical forests in MCB simulations34, increasing the rate of
photosynthesis and hence the productivity and growth of plants33. Simu-
lations suggest that CO2 fertilisation explains 70% of the observed increase
in Leaf Area Index35 which in turn increases the total transpiration from
plants36. Stomatal closure, on the other hand, describes the process of plants
closing their stomata under elevated CO2 concentrations to reduce water
loss, therefore reducing transpiration37. Recent studies suggest this process
can remotely influence Arctic temperatures through enhanced heat trans-
port from mid-latitudes towards the pole, introducing additional positive
feedbackandcontributing toArctic amplification38. This can lead to changes
in extreme temperatures and heatwaves39, as well as processes that could
cause additional feedbacks such as increased wildfire frequency or perma-
frost thaw. The interplay between increased plant physiological forcing
under unabated anthropogenicCO2 emissions and the potential application
of RFG in the future is poorly understood and represents a key knowledge
gap in RFG research. It is crucial to understand how RFG impacts CO2-
related processes, such as plant physiological forcing, that are not controlled
by geoengineeringmanagement, especially in a region like the Arctic that is
not only heavily impacted by plant physiological forcing through heat
transport38, but has also been shown to be one of themost impacted regions
by global warming32.

Here we assess how RFG methods affect the Arctic, focusing on
changes in the surface energy balance and extreme events, based on the
fully coupled NorESM1-ME simulations5,19,21. The three RFG methods
are implemented in the model such that they reduce the radiative forcing
of the representative concentration pathway with 8.5Wm−2 radiative
forcing (RCP8.5) to 4.5Wm−2 (RCP4.5) by 2100. The NorESM1-ME
simulation experiment has been shown to succeed in reducing the
radiative forcing by 4Wm−2 and controlling global mean temperatures,
keeping them close to the level of RCP4.55. To analyse extreme events, we
firstly assess monthly boreal summer (JJA) maximum temperature (TXx),
boreal winter (DJF) minimum temperature (TNn) and mean temperature
(Tmean) over land. Surface warming due to physiological forcing was
previously found to be the highest over mid- to high-latitudes38, with the
excess surface heat energy being transported to the Arctic region, which
is why we analyse not only the area >65°N, but also >50°N. To investigate
the impact of plant physiological forcing on temperature extremes in the
Arctic, we analyse the regional energy budgets and evaluate potential
shifts in the flux partitioning at the end of the century compared to
RCP4.5 in a second step. Since CO2 is not controlled by RFG, the
atmospheric CO2 concentration under RFG is the same as under RCP8.5.
We therefore expect the stomata to close, releasing less water and
inducing a shift in energy balance partitioning away from latent heat and
towards sensible heat. For this, we analyse the change in different climate
variables with global warming under RCP4.5, RCP8.5 and RFG (Tglob,
Supplementary Fig. 1). Lastly, we connect the RFG-induced changes in
climatic conditions to Arctic terrestrial system dynamics, such as burned
area and permafrost temperature conditions.

In this study, we show that while the three analysed RFG methods
succeed in cooling the global climate to the temperature level of RCP4.5,
Arctic temperatures are much less controlled. We find that Arctic extreme
temperatures, particularly maximum temperature under CCT and MCB
and minimum temperature under SAI, are increased as compared to
RCP4.5. Compared to the first 21 years of RCP8.5, the Arctic is 4.4–4.7 °C
warmer by the end of the century under all three RFGmethods—0.7–1.1 °C
more than under RCP4.5 (Supplementary Fig. 2b). We show that all three
RFGmethodshave reduced transpirationas compared toRCP4.5by the end
of the century, indicating stomatal closure.Our results show that achieving a
2 °C globalmean temperature goal under the threeRFGscenarios simulated
here results in a worse outcome for Arctic climate extremes than if the same
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temperature target was achieved under RCP4.5, such as with emissions
mitigation.

Results
Extreme temperatures in the Arctic are less controlled
under RFGs
As was shown in a previous study using the same simulation output5, all
three geoengineering experiments show end of the century near surface air
temperatures close to but slightly above RCP4.5 (CCT is 0.28 °C, MCB is
0.25 °C and SAI is 0.40 °Chigher thanRCP4.5) (Supplementary Fig. 1). This
has previously been attributed to RFG being applied only in 2020, when
RCP8.5 and RCP4.5 have already been simulated differently since 2006 and
additional heat could accumulate under RCP8.55. MCB and SAI were both
able to achieve the desirednegative radiative forcing of−4Wm−2 at the end
of the century, but only −3.8Wm−2 could be achieved within this model-
ling setup with CCT5. CCT has a higher surface direct visible solar radiation
while MCB and SAI are designed with a lower surface direct visible solar
radiation than RCP4.5 and RCP8.5. In contrast, SAI andMCB show higher
diffuse visible solar radiation, while CCT has a lower diffuse visible solar
radiation than both RCP scenarios5.

While the absolute monthly temperatures in the Arctic are below
RCP8.5 under RFG, none of the RFG experiments succeed in cooling the
regionnorthof 50°N and theArctic region to the temperature level achieved
under RCP4.5 (Supplementary Fig. 2). North of 50°N, the mean tempera-
ture of land is 1.01 °C higher under CCT, 0.94 °C higher under MCB and
0.88 °C higher under SAI compared to the RCP4.5 scenario. In the Arctic,
the mean temperature of land is 0.91 °C higher under CCT, 0.74 °C higher
under MCB and 1.05 °C higher under SAI compared to the
RCP4.5 scenario. Since global mean temperature is not completely restored
to RCP4.5, we also analyse the response of the regional mean temperature
(Tmean) to increases in global mean temperature (Tglob, Fig. 1a), which
enables the comparison of theArctic temperatures under RCP andRFGat a
particular target global mean temperature. In the region north of 50°N,
RCP8.5,RCP4.5 andSAI showsimilar linear increases inTmeanwithTglob. In
the same region, CCT and MCB show a slightly higher increase in Tmean

with Tglob. This means that under a certain global mean temperature
increase target (e.g., 2 °C), the mean temperature increase of the region
north of 50°N will be higher under CCT and MCB than under RCP8.5,
RCP4.5 and SAI.

Both CCT (1.62 °C) andMCB (1.48 °C) show an increased anomaly in
boreal summer maximum temperature (TXx) in the region north of 50°N.
Under SAI this region experiences an increase in boreal winter minimum
temperature (TNn) of 1.49 °C compared to RCP4.5 by 2100. This difference
in TNn is evenmore pronounced when only considering the Arctic (1.81 °C
by 2100).We show that under RFG (excluding SAI), the increase inTXx per
increase in Tglob is even more amplified when compared to the two RCP
scenarios north of 50°N (Fig. 1b). This shows that even if global mean
temperatures were completely restored to RCP4.5, the maximum tem-
perature in the regionnorth of 50°Nwould still be considerably higher in the
three scenarios analysed here than underRCP4.5. Contrary toTXx, the three

different RFG methods do not show significant differences in TNn north of
50°N (Fig. 1c). In the area north of 65°N, TNn shows the strongest increase
per °C increase in Tglob under SAI (Supplementary Fig. 3). This implies that
SAI is not as effective in cooling down minimum temperatures in high
latitudes. This has been previously established and attributed to the latitu-
dinal temperature gradient, with lower latitudes cooling more than higher
latitudes under SAI injected at the equator (see also Supplementary Fig. 12),
especially during the polar nights when there is no solar radiation to reflect
and an increased equator-to-pole temperature gradient in the
stratosphere4,40,41.

The spatial pattern of TXx differences between RFG and RCP4.5 per
unit Tglob increase (see Methods: Statistical Analysis) shows the strongest
increases in the Northern Hemisphere under CCT and MCB (Supple-
mentary Fig. 4a, b). This indicates that under CCT and MCB, TXx is
increasing more with Tglob than under RCP4.5 in mid- and high-northern
latitudes. SAI has less consistent deviations from RCP4.5 in TXx, indicating
regions where TXx is increasing more with Tglob under SAI than under
RCP4.5 and other regions where TXx is increasing less with Tglob (Supple-
mentary Fig. 4c). When considering the TNn increase per increase in Tglob,
the three RFG scenarios show a similar patternwith an increase in the linear
regression (LR) slope compared to RCP4.5 in Eurasia and most parts of
North America and a decrease in Alaska, Greenland and eastern Siberia
(Supplementary Fig. 5). The differences between methods seen in Fig. 1
where SAI shows ahigher increase inTNnwithTglob than the othermethods,
canbe attributed to bothCCTandMCBshowing regionswhere the increase
in TNn with Tglob is substantially lower than under RCP4.5, compensating
for areas with a higher increase when considering the whole Arctic land
region.

Change in energy budget components
Due to the closing of plant stomata to conserve water under high CO2

concentration environments, we expect changes in the energy budget
resulting from plant physiological forcing. As the RFG methods do not
directly and notably alter the terrestrial and oceanic carbon sinks5, they
simulate a similar atmospheric CO2 increase as RCP8.5, subsequently
increasing the effect of plant physiological forcing in the future compared to
the lower emission scenario RCP4.542. Previous studies confirmed that
stomatal closure leads to less transpiration, as the plants close their stomata
to preserve water, increasing the ratio of sensible to latent heat (also known
as Bowen ratio) and subsequently increasing surface temperatures33,43,44,
which can explain the difference in mean and extreme temperature shown
in Supplementary Fig. 2. We find that per unit Tglob increase the tran-
spiration amount was significantly reduced under all three RFGmethods in
high-latitudes relative to RCP4.5 during boreal summer (Fig. 2a, d, g). We
also see an increased ratio under all three RFG methods compared to
RCP4.5 in 2100 in the land region north of 50°N (Fig. 3), which is expected
with decreased transpiration and suggests increased stomatal closure.

While we observe reduced transpiration as compared to RCP4.5
during boreal summer in the region north of 50°N under all three RFG
methods, the expected increase in sensible heat following reduced

Fig. 1 | Simulated temperature anomaly in
RCP8.5, CCT, MCB and SAI from 2006–2026.
Anomaly in (a) mean (Tmean), (b) maximum (TXx)
and (c) minimum (TNn) land temperature north of
50°N (y-axis) compared to the global mean tem-
perature (Tglob) anomaly over land and ocean (x-
axis). The anomalies are respective to the mean of
RCP8.5 from 2006–2026 and are shown for RCP8.5
(grey), RCP4.5 (black), CCT (lime), MCB (red) and
SAI (blue). The lines represent the respective
ensemblemean. The ensemble spread is shaded. The
hatched line represents the 1:1 line.
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transpiration in 2100 is seen in CCT and MCB, not in SAI (Fig. 2a–i).
Increased sensible heat has been shown in previous studies to increase
boundary layer temperatures45,46 and the intensity and frequency of
heatwaves47,48. Of the three RFG methods, CCT is the only method that
shows slightly increased latent heat in 2100 in the region north of 50°N
during the boreal summer (Figs. 2b, 3), indicating a strengthened hydro-
logical cycle49. This is also illustrated in the precipitationpattern,whereCCT
generally shows a higher increase in precipitation with global warming
north of 50°N during boreal summer compared to RCP4.5 (Supplementary
Figs. 6, 8b). This is consistent with soil moisture patterns, where all three
RFG methods show a lesser decrease with warming than RCP4.5

(Supplementary Figs. 7b, 8a). This result is consistent with previous mod-
elling studies that found an increased latent heat flux when applying CCT
and attributed this change to increased radiative cooling in the troposphere
caused by thinning of cirrus clouds49.

SAI shows the largest deviation fromRCP4.5 in soil moisture out of all
threeRFGmethods,whichcannot solely be explainedbyprecipitationwhen
considering the pattern of precipitation under SAI (Supplementary Fig. 6c).
SAI, however, also shows substantially larger decreases in ground eva-
poration with global warming, compared to RCP4.5, therefore increasing
the soil moisture (Supplementary Fig. 7e). Regions showing a decrease in
precipitation per unit of global warming under SAI compared to RCP4.5

Fig. 2 | Simulated change in regression slope of transpiration, latent heat and
sensible heat in the Arctic against global mean temperature under CCT, MCB
and SAI during boreal summer. Pattern of the difference between the respective
RFG scenarios and the RCP4.5 scenario in the linear regression slope between

transpiration (aCCT,dMCB, g SAI), latent heat (bCCT, eMCB,h SAI) and sensible
heat (c CCT, f MCB, i SAI), respectively and Tglob. The hatching indicates insig-
nificant differences at the 95% confidence level.
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with an increase in soil moisture (i.e., northern continental Canada) match
well with regions where the snow cover decreases less with global warming
(positive difference) compared to RCP4.5 when considering the whole year
(Supplementary Fig. 9f), indicating that part of the difference in soil
moisture under SAI is due to snowmelt.While SAI does show an increased
ratio of sensible to latent heat during boreal summer, as expected through
physiological forcing, sensible heat is reduced compared to RCP4.5, indi-
cating decreased boundary layer temperatures and explaining why SAI
shows a different pattern in TXx (Fig. 1b).

SAI further shows significant differences to CCT and MCB when
considering the shortwave radiation north of 50°N in 2100 during boreal
summer (Fig. 3). While we find a decreased shortwave cloud forcing of
similarmagnitude in all threeRFGscenarios compared toRCP4.5, the clear-
sky shortwave radiation significantly differs between them. As MCB is
applied in NorESM1-ME between the latitudes of 45°S and 45°N, we would
not expect a difference from the other RFG methods in shortwave cloud
forcing north of 50°N. While SAI also targets shortwave radiation, the
mechanism is based on increased aerosol optical depth in the stratosphere
and not on cloud albedo, hence no change in shortwave cloud forcing is
expected directly from the treatment either. Our result shows a significant
decrease in incoming clear-sky shortwave radiation at the surface in the
Arctic region for SAI caused by the increased aerosol optical depth in the
stratosphere. In Fig. 3, we define outgoing surface fluxes as positive while
incoming surfacefluxes asnegative.Hence, positivefluxes imply a coolingof
the Earth’s surface, whilst negative imply a warming. The positive sign in
shortwave radiation in SAI thus signifies a surface cooling effect through a
decreased incoming shortwave flux. The effect of the aerosols on the
radiation becomes clearer when analysing changes in the surface albedo
under the threeRFGscenarios in theArctic (Fig. 3).The albedounder SAI in
the Arctic during boreal summer is the closest to that of RCP4.5 and
therefore not significantly different, while CCT andMCB show a significant
decrease in albedo.Thedecreased albedo inCCTandMCBcanbe explained
by the decrease in snow cover fraction during boreal summer (Supple-
mentary Fig. 10b). This difference in albedo is an explanation for why SAI
shows such different responses in maximum temperature when compared
toCCT andMCB as it leads to less incoming shortwave radiation, offsetting
the effect of decreased transpiration and increased ratio of sensible to latent
heat and hence decreasing the warming and risk for heatwaves that we
hypothesised in Fig. 1b for CCT and MCB.

Impacts on Arctic system dynamics
Lastly, we assess how shifts in temperature extremes and surface energy
budget affect the projected burned area and permafrost temperature
conditions in the Arctic. Previous studies showed that fire frequency
increases under hot and dry conditions50–52, and Arctic fires are parti-
cularly sensitive to boreal summer temperatures50,51 and anomalously
warm periods53. We have already shown that under CCT and MCB,
maximum summer temperature increases more with Tglob than RCP8.5,
RCP4.5 and SAI (Fig. 1), potentially leading to climatic conditions more

conducive to fire activity in the Arctic. The analysis of the MODIS
burned area satellite dataset54 in combination with the temperature data
from Climatic Research Unit TS4.0155 shows that the majority of fire
events occur when TXx anomalies are higher than Tmean anomalies
(Fig. 4a). The simulated temperature frequency distribution in 2100
under the RCP4.5 scenario shows most TXx and Tmean combinations
occur when TXx anomalies are similar to Tmean anomalies (Fig. 4b), but
under CCT and MCB, the frequencies change slightly so that TXx
anomalies are higher than Tmean anomalies (Fig. 4c, d). This means
higher TXx anomalies are simulated under CCT and MCB under given
Tmean anomalies than under the RCP4.5 simulation—especially for Tmean

anomalies of around 3 °C. The narrowing of the temperature conditions
under CCT and MCB is due to three CCT and MCB simulations with
slight perturbations to initial conditions being carried out and averaged
while RCP4.5 was only simulated once. This shows the internal varia-
bility of the model, where ensembles with slightly different initial con-
ditions lead to slightly different simulation outcomes. Taking the average
of the three ensembles reduces variability in the temperature anomalies.
Contrary to Fig. 4, we did not take the mean of the ensembles in Fig. 5,
hence keeping the variability of the RFG simulations similar to the
RCP4.5 simulation. Fig. 5 confirms what we see in Fig. 4: while the
difference in TXx anomaly and Tmean anomaly in 2100 is around 0 under
RCP4.5 (0.06), both CCT (0.69) and MCB (0.70) show a slight change
towards TXx anomalies that are higher than Tmean anomalies (Fig. 5).
These conditions are favourable conditions for the burned area as we
have shown in Fig. 4a. This result suggests that temperature conditions
under CCT and MCB shift towards conditions where the burned area is
larger than under RCP4.5 by the end of the century. Since wildfires are
also heavily impacted by hydrological conditions50, the fire weather index
metrics, which includes meteorological conditions, are used. Due to the
temporal constraint of our data, this analysis is not possible for this study.
We do, however, see that particularly under MCB, precipitation is sig-
nificantly decreased in large areas of the Arctic (Supplementary Figs. 6,
8), especially central and eastern Siberia. This is also reflected in the soil
moisture (Supplementary Figs. 7, 8), where MCB shows a lower soil
moisture than RCP8.5 in central and eastern Siberia. Both decreases in
precipitation and soil moisture are additional factors increasing the
likelihood of wildfires. CCT shows a more mixed signal than MCB with
some regions experiencing less precipitation and lower soil moisture
while others experience more precipitation and higher soil moisture than
under RCP4.5. Overall, precipitation is thought to increase under CCT49,
which would decrease the likelihood of wildfires.

Permafrost thawing may accelerate global-scale warming by releasing
large amounts of organicmatter storage56 as greenhouse gas emissions57.We
hypothesise that permafrost may continue to thaw with the strong increase
in the minimum temperatures over several years. We focus on SAI to test
this hypothesis as SAI is the only scenario where boreal winter minimum
temperatures north of 65°N differ from the other scenarios (Supplementary
Fig. 3).The current distributionof permafrost fraction58 against temperature

Fig. 3 | Difference between RCP4.5 and RFG in
surface energy budget components over land
north of 50°N in boreal summer in 2080–2100.
Difference of the energy budget components >50°N
in 2080–2100 of the RCP4.5 scenario (0-line) and
CCT (lime bars), MCB (red bars) and SAI (blue
bars). For albedo, the right y-axis applies; all other
variables are plotted on the left y-axis. The skewers
indicate 95% confidence intervals. Incoming surface
fluxes are defined as negative, outgoing surface
fluxes as positive. SW shortwave, LW longwave, CF
cloud forcing.
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conditions55 (Tmean versusTNn) shows that thepermafrost fraction is highest
below −10 °C Tmean and is more variable to TNn for Tmean ranges around
−5 °C where small changes in TNn can cause large changes in permafrost
fraction (Fig. 6a).

The permafrost area extent modelled for the first 21 years of RCP4.5
shows a negative linear relationship with TNn (Supplementary Fig. 11). The
TNn frequency distribution of RCP4.5 in 2100 shows that the maximum

frequency distribution occurs between −15 °C Tmean and −30 °C TNn
(Fig. 6b). We notice that under SAI the region of the highest frequency of
TNn conditions shifts towards higher minimum temperatures, where tem-
perature conditions are more favourable for permafrost degradation
(Fig. 6c). The maximum difference in TNn is around −10 °C Tmean, where
the permafrost fraction might be particularly sensitive to TNn. While under
RCP4.5 2,120,064 km2 of the area is permanently frozen for at least 2 years

Fig. 5 | Histograms of difference in JJA TXx

anomaly and JJATmean anomaly underCCT,MCB
and RCP4.5 north of 50°N. The anomalies are
calculated for RCP4.5 (grey), (a) CCT (lime) and (b)
MCB (red) between 2080–2100 for each grid cell
from daily datasets compared to RCP4.5 2006–2026
of the respective grid cell. The vertical lines represent
the mean of the respective scenario.

Fig. 4 | Change in JJA maximum temperature
frequency in CCT and MCB related to fire fre-
quency north of 50°N. a Conditions under which
fires are currently observed in the Arctic54,55. The
anomalies are calculated to 2001–2020. bMaximum
temperature frequency north of 50°N of RCP4.5 in
2080–2100. Difference of the maximum tempera-
ture frequency between CCT (c) and MCB (d) in
2080–2100 and RCP4.5 in 2080–2100. The hatched
line represents the 1:1 line.
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(Tmean below 0 °C for 24 consecutive months), this decreases by 7.78% to
1,955,148 km2 under SAI at the end of the century. Our results indicate that
under SAI, the climatic conditions in the Arctic will be less favourable for
permafrost when compared to RCP4.5 in 2100.

Discussion and conclusion
While equatorial SAI and to a lesser extent MCB are expected to result in a
latitudinal temperature gradientwith lower latitudes coolingmore thanhigh
latitudes4 (see also Supplementary Fig. 12), this study further confirms the
undercooling of theArctic under all threeRFGscenarios analysedhere.This
is not a RFG specific problem, as Arctic amplification has been widely
established29. We further find that (i) CCT and MCB have a slightly higher
Arctic amplification than RCP4.5 and (ii) Arctic maximum temperature
under CCT andMCB andArctic minimum temperature under SAI are less
controlled than the global mean temperature. Our results show that
reaching the 2 °C global mean temperature target under these three RFG
scenarios leads to less favourable temperature conditions in the Arctic than
achieving this target by reducing CO2 emissions. The Arctic mean tem-
perature ismore than4 °Chigher in2080–2100under the threeRFGdesigns
analysed here than in the 2006–2026mean of RCP8.5. Further, the Arctic is
0.7–1.1 °C warmer at the end of the century under the three RFG methods
than under RCP4.5, has been shown in previous studies for equatorial SAI
and MCB and has been explained with the latitudinal gradient that origi-
nates from the non-homogeneous application forcings applied in our
methods27,28. We find that the extreme temperatures TXx and TNn in the
Arctic are considerably higher under RFG than under RCP4.5 and differ
between the methods. Previous studies confirm this finding for SAI, indi-
cating TNn in the Arctic is considerably higher than in other regions and
attributed this mainly to enhanced poleward transport of energy and direct
longwave heating of the surface from increased CO2 and atmospheric water
vapour41,59. Because of the lack of solar radiation in boreal winter across the
Arctic, SAImightonlyhave a limited impact oncooling in thepolarwinter41;
however, it might have indirect effects from connections with other regions,
climate feedback and circulation changes38. Additionally, due to strato-
spheric heating caused by the longwave absorption of the injected aerosols
(compare Supplementary Fig. 12), large scale atmospheric dynamics are
altered under SAI. Ref. 60, for example, studied the response of atmospheric
dynamics under different injection strategies. For equatorial injection they
found a strengthening of the polar vortex which ultimately caused winter
warming over large parts of the European and American Arctic, similar to
our findings. CCT and MCB are not as well researched as SAI and hence
their impact on global circulation patterns is less known. In our simulations,
MCB shows few-to-no significant changes from RCP4.5 in tropospheric
temperatures and the stratospheric temperatures are similar to RCP8.5.
CCT shows a cooling in the higher equatorial troposphere and a heating in
the stratosphere just above. This might be due to a reduced flux of water
vapour from the troposphere into the stratosphere61.We show that all three
of the presentedRFGmethods could introduce additional risks to theArctic
terrestrial system compared to RCP4.5 by the end of the century.

The changes observed in the energy budget components in CCT and
MCB support the hypothesis that the increase inTmean andTXx in theArctic
can be linked to plant physiological forcing. SAI does not deviate sig-
nificantly from RCP4.5 in TXx. While the decrease in transpiration and
increased ratio of sensible to latent heat indicates enhanced plant physio-
logical forcing for all three RFGmethods, the effect in boreal summer under
SAI is potentially offset due to changes in shortwave radiation, leading to
higher surface albedo as compared to the other RFG methods (Fig. 3). We
note that the experimental setup of this study was not designed to test for
physiological forcing directly, as the study by Park et al. (2020)was38.Hence,
we cannot rule out other potential factors for changes in transpiration such
as precipitation and temperature. Nonetheless, there is a shift from latent to
sensible heat under all three RFGmethods compared to RCP4.5, increasing
the atmospheric surface temperature and indicating plant physiological
forcing38. A previous study has shown that plant physiological forcing
accounts for roughly 15%of the trendof increasingmaximum temperatures
with increases in CO2 and that particularly in high latitudes the increase in
TXx is higher than in Tmean, similar to our findings39. Further research is
needed to better understand the effect RFG can have on the Arctic region,
especially considering the different effects they have on the energy budget
and to analyse the underlying mechanisms.

Our results show that the three RFG methods analysed here lead to
climatic conditions favouring more fire activity under CCT and especially
MCB when including changes to the hydrological cycle. Under equatorial
SAI, temperature conditions are more favourable for permafrost degrada-
tion, than under RCP4.5. While there are other factors affecting fire
occurrence in relation to RFG (e.g., soil moisture, lightning frequency or
human-caused ignition), the shift in climatic conditions is an indication of
increased fire activity in the Arctic under CCT and MCB. Both wildfires62

and permafrost thaw56 are huge sources of carbon, emphasising why it is
crucial to understand how the conditions for extreme events will change
under RFG management.

TheRFGmethods evaluatedhere are currently not understood enough
to advocate for practical implementation. Many studies highlight the
uncertainties and risks that come with implementation.We find that whilst
RFG methods could effectively cool down the Earth’s mean temperature,
they also show undesirable side effects, such as changes to precipitation
patterns and extreme temperatures and therefore must be handled
with care.

NorESM1has been shown in severalmodel intercomparison studies to
be generally consistent with the observed temperature trends63,64. Models of
the Climate Model Intercomparison Project (CMIP5) have typically been
shown to overestimate the surface cooling following volcanic eruptions65,
which would impact their response to SAI as well. However, NorESM1-ME
has been shown to simulate the surface temperature response to volcanic
eruptions well64. As has been shown by e.g. ref. 63, the accuracy ofmodelled
contemporary warming trends correlates well with projected future
warming sensitivity. Further, ref. 64 show that the response of global cooling
under SAI is strongly related to the individual model-dependent simulated

Fig. 6 | Change in DJF minimum temperature
frequency in SAI related to permafrost north
of 65°N. a Conditions under which permafrost is
currently observed in the Arctic58. bMinimum
temperature frequency north of 65°N of RCP4.5 in
2080–2100. c Difference of the minimum tempera-
ture frequency SAI in 2080–2100 and RCP4.5 in
2080–2100. The hatched line represents the 1:1 line.
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cooling during historical volcanic eruptions. In both studies, NorESM1 has
been shown to be consistent with the observed temperature trends, subse-
quently having more reliable future projections.

NorESM1 does simulate a relatively strong Atlantic Meridional
Overturning Circulation (AMOC) which is a potential explanation for the
lower-than-average mean surface air temperature compared to other
CMIP5 models66. Ref. 5 have analysed changes in the AMOC after RFG
deployment with the same datasets analysed here. While the AMOC is
simulated to substantially weaken more under RCP8.5 than under RCP4.5,
all three RFG scenarios have been found to restore the AMOC close to the
RCP4.5 levels5. Considering themodel’s relatively strong initial AMOC, it is
likely that the AMOC would be weaker than predicted in all scenarios
(RCP8.5, RCP4.5 and RFGs). By isolating the effects of a weakenedAMOC,
ref. 67 have shown that the warmingmagnitude in the Arctic could be even
larger without AMOC slowdown. Hence, a weaker AMOC in all scenarios
could potentially lead to a cooler Arctic in all scenarios. Future corre-
sponding studies that apply models with weaker mean AMOC state would
be valuable to confirm this.

Although the concentration drivenmodel of NorESM1, NorESM1-M,
has been shown to be a valuable global climate model66 and is part of the
Geoengineering Model Intercomparison Project (GeoMIP)68 and the
CMIP569, the limitation of only using one Earth System Model must be
noted. CCT in particular seems dependent on the increase in ice crystal fall
speed chosen, as a study has found that the Arctic is particularly well cooled
under CCT, contrary to our results70. The assessment of the impact of plant
physiological forcing under RFG would greatly benefit by including the
comparison ofmultiple EarthSystemModels. Furthermore, it is known that
the Arctic has higher uncertainties in climate projections than any other
region since quantitative understanding of the feedback between the phy-
sical processes in the Arctic system is currently still lacking71. Recent studies
have shown that combined forcings of CO2 and anthropogenic aerosols can
lead to substantial regional nonlinear effects in the climate system, especially
in the Arctic region72. This adds an additional layer of uncertainty to the
assessment presented in this study. In this regard, future studies that assess
the impact of RFG in the absence of other external forcings could be valu-
able. An additional constraint comes from the temporal resolution of the
model.Mostmodel output variables of our geoengineering experiments are
only provided in monthly resolution. Future fire analyses would benefit
from using daily values enabling the calculation of the fire weather index,
combining different weather factors contributing to the likelihood of fires as
well as duration of extreme events.

Themodel design and simulation were carried out when injecting SO2

close to the equator was the dominant strategy for SAI. New studies have
proposed new injection strategies, like placing several injections in the
tropics that reduce some of the adverse effects of SAI73. Others have pro-
posed high latitude-specific SAI by injecting at 60°N, which would reduce
the under-cooling of high northern latitudes41. This has been shown to
reduce permafrost thaw, restore September sea ice and reduce the Green-
land Ice Sheet runoff, but also cause a southward shift of the Intertropical
Convergence Zone, highlighting that thiswould not be local geoengineering
only affecting the Arctic25. An injection further north has the potential to
alleviate the effectofminimumtemperature being less controlledunder SAI,
as highlighted in this study, although there are no studies so far showing the
effects of Arctic SAI on minimum temperatures.

There is no clear estimation for the costs of an actual RFG imple-
mentation, as it would have to be carried out for as long as it takes to
reduce the CO2 concentration in the atmosphere. Without reducing the
CO2 in the atmosphere, RFG would need to be continued forever, as a
sudden stop would cause the climate to rapidly revert to that without
RFG methods5,22, leaving no time for ecosystems to adapt. Future
research is needed to understand the influence of RFG on climate
extremes in ecosystems and how it impacts the socioeconomic system.
Our results suggest that, while for a given emissions pathway (in this case
RCP8.5) RFG could reduce the climate risk, it does not succeed at low-
ering the temperatures in the Arctic to those of RCP4.5 and that RFG

applications under high CO2 future scenarios pose more risks than
emissions reduction. More studies are required to assess the impact of
RFG under mitigated scenarios. Our study helps to understand better the
potential risks that come with RFG, however, many uncertainties about
the deployment of RFG remain.

Methods
Model description
To assess the influence of RFGon theArctic terrestrial systems, we use the
fully coupled, emission driven Norwegian Earth System Model (Nor-
ESM1-ME) described in detail by ref. 13 and ref. 14. NorESM1 is based on
the Community Climate System Model version 4 (CCSM4). Changes
relevant for this analysis include a (1) modified chemistry-aerosol-cloud-
radiation scheme74 and (2) coupling of the ocean carbon cycle model with
an isopycnic ocean general circulation model13. The model was included
in phase 5 of the CMIP569 and the Geoengineering Model Inter-
comparison Project (GeoMIP)68. It has a resolution of 1.9° latitude by 2.5°
longitude and 26 vertical layers13. The variables used in this analysis are
summarised in Table 1.

The landmodel used inNorESM1 is version 4 of theCommunity Land
Model (CLM4) of CCSM475,76. Themodel includes 24 plant functional types
(PFTs), differing, among other factors, in leaf and stomatal optical prop-
erties that determine reflection, transmittance and absorption of solar
radiation, as well as photosynthetic parameters that determine stomatal
resistance, photosynthesis and transpiration. The main Arctic PFTs are
divided into needleleaf evergreen tree boreal, needleleaf deciduous tree
boreal, broadleaf deciduous tree boreal, broadleaf deciduous shrub boreal
and C3 Arctic grass. Stomatal conductance is modelled from the Ball-Berry
conductance model that relates stomatal conductance to net leaf photo-
synthesis, scaled by relative humidity and the CO2 concentration at the leaf
surface. A more detailed description of the model and applied theorems is
described in ref. 75.

NorESM1-ME uses a spatially- and annually-varying prescribed
vegetation cover following theCMIP5global landuse and land cover change
dataset77. The transient PFT and land cover fields take historical and future
climate change under theRCP8.5 scenario (1850–2100) into account, which
were derived using the global landmodel offline and IntegratedAssessment
Model, respectively5,21. The model uses the default setting, which turns off
the Dynamic Vegetation model. More details on PFT and land cover
implementation in the CLM4 model are described in ref. 78.

Table 1 | Description of the analysed variables

Name Long Name

TS Surface temperature (radiative) [K]

TSA 2m air temperature [K]

TREFMXAV Daily maximum of average 2-m temperature [K]

TREFMNAV Daily minimum of average 2-m temperature [K]

FCTR Canopy transpiration [Wm−2]

LHFLX Surface latent heat flux [Wm−2]

SHFLX Surface sensible heat flux [Wm−2]

FSNSC Clear-sky net solar flux at surface [Wm−2]

FSNS Net solar flux at surface [Wm−2]

FSDSC Clear-sky downwelling solar flux at surface [Wm−2]

FLNSC Clear-sky net longwave flux at surface [Wm−2]

FLNS Net longwave flux at surface [Wm−2]

RAIN Atmospheric rain [mm s−1]

QSOIL Ground evaporation [mm s−1]

SOILLIQ Soil liquid water [kgm−2]

FSNOW Fraction of ground covered by snow [ ]
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Radiative forcing geoengineering scenarios
Three RFG methods are analysed here: CCT, MCB and SAI. They are
designed to reduce the radiative fluxes at the top of the atmosphere from the
RCP8.5 levels to that of the RCP4.5 scenario, requiring a radiative forcing of
−4Wm−2 by 2100. RFG is applied for 81 years, starting in 2020. Three
different ensembles are carried out for eachRFG scenario, eachwith a small
perturbation to initial conditions in the year 20205. One simulation each is
carried out for the RCP8.5 and RCP4.5 scenarios, running from 2006–2100.

CCT aims to thin high ice clouds, i.e., cirrus, that trap longwave
radiation in the climate system and thus have a net warming effect. By
thinning these clouds,more longwave radiation can escape to space, altering
the Earth’s radiation budget. This can be achieved by seeding ice nuclei in
regions where cirrus clouds form to initiate heterogeneous freezing and the
formation of larger crystals might may fall out of the clouds, thereby thin-
ning them out9. In NorESM1-ME, the method by ref. 79 is implemented:
CCT is approximated by increasing the fall speed of crystals for tempera-
tures colder than −38 °C—the temperature where typically homogeneous
freezing sets in. By increasing the number of particles, heterogeneous
freezing candominate anddeplete the clouds ofwater vapour. The fall speed
is increased by a factor of up to 10 by the end of the century.

MCB acts on the shortwave energy budget of the Earth system by
enhancing the concentration of droplets in low marine stratocumulus
clouds, increasing the cloud albedo. The suggestedmethod is to inject ocean
water mist into the lower atmosphere in regions where there is a deficit of
cloud condensation nuclei (CCN), where the NaCl would function as
CCN11,80. The direct effect of the bright sea salt aerosols is also contributing
to the cooling in themodel, as established in ref. 10. NorESM1-ME contains
a fully prognostic treatment of sea salt aerosol emissions as a function of sea
surface temperatures and wind speed at 10m above the surface81 and their
coupling to cloud droplet number concentration5. MCB is implemented in
NorESM1-ME according to the method of ref. 82 by increasing the natural
emission of sea salt aerosols in the accumulation mode from the ocean
surface to the lower atmosphere between the latitudes of 45°S and 45°N.
NorESM1-ME was run with a fully prognostic treatment of cloud droplet
number concentration (CDNC) and sea salt. The emissions of sea salt are
increased uniformly over the seeding areas. The ambient conditions
determine the amounts of sea salt that reaches the clouds and then serves as
CNN. As the sea salt particle emission increases are done for the accumu-
lationmode, theparticles have adrynumbermodal radius of 0.13 µm,with a
geometric standard deviation of 1.59, corresponding to a dry effective radius
of 0.22 µm. To achieve the required −4Wm−2 in radiative forcing, the
ocean area where CCN are emitted is increased as compared to Alterskjær
and Kristjánsson (2013)82, who limited their area to ±30°. By the end of the
century, emissions of ~460 Tg year−1 of sea salt are required for the
whole area5.

Similar to MCB, SAI affects the shortwave radiation budget of the
Earth. SAI is the most studied RFG approach as it is based on the natural
dimming following volcanic eruptions. In this approach, SO2 is injected into
the stratosphere,buildinga layer of aerosols that effectively scatter part of the
incoming solar radiation, increasing the Earth’s planetary albedo12,83. The
implementation of SAI in NorESM1-ME is according to the description of
ref. 84: SO2 is emitted into the stratosphere at a grid cell close to the equator
at a height of around 20 km (60 hPa). The following evolution of SO2 is
simulated using an interactive aerosol microphysics module (HAM) of the
general circulation model ECHAM5, which calculates the formation of
sulphate aerosol, including nucleation, accumulation, condensation and
coagulationprocesses84. The samemodel setuphas beenused to simulate the
1991 Mt. Pinatubo eruption, showing a good representation of the particle
size and global aerosol load85. Ref. 5 found that the needed emission strength
to offset 4Wm−2 radiative forcing requires 5 Tg(S) year−1 in 2050,
increasing to 10 Tg(S) year−1 in 2075 and 20 Tg(S) year−1 in 2100.

Experimental design
Our focus is to compare the RFGmethods to the RCP4.5 scenario at the end
of the century (2100). If not stated otherwise, the data are handled as a

21-year running mean and running mean values were assigned to the last
year of each window period. We calculate anomalies with respect to the
mean of the first 21 years of the RCP8.5 scenario (2006–2026). As we are
interested in the land processes in the Arctic, most variables are considered
only over land. The only exception is global mean temperature (Tglob),
derived from the surface temperature variable from the atmosphere com-
ponent output of the model. To calculate themean over an area, we apply a
cosine-weighted mean. The three ensembles are generally considered as a
mean for each RFG method individually. If not stated otherwise, the TXx is
calculated as themaximum of themeanmonthly TXx of the JJAmonths for
each year, minimum temperature (TNn) as the minimum of the mean
monthly minimum temperature of the DJF months for each year
(December being taken from the year prior) andmean temperature (Tmean)
as the mean temperature of all months of the respective year. The monthly
TXx, TNn and Tmean were all derived from the respective (daily) maximum,
minimum, mean of average 2m temperature from the land component
output by averaging the daily values for each month. We define albedo as
upward/downward clear-sky shortwave radiation at the surface. The
upward clear-sky shortwave radiation is calculated by subtracting the net
from the downward clear-sky shortwave radiation at the surface.

To assess how the Arctic temperature regimes shift under RFG, we
analyse the current (2001–2020) observed TXx and Tmean JJA conditions for
a satellite data-driven burned area dataset (MCD64)54. The burned area per
TXx andTmean anomaly combination is evaluatedby calculating the extent of
burned areaperTXx andTmean anomaly combination (Fig. 4a).Themonthly
surface temperature corresponding to the fire activity is quantified using
Climatic ResearchUnit TS4.0155. The anomalies are calculated for each grid
cell with respect to the average of JJA TXx and Tmean from 2001 to 2020 for
that grid cell.We further analyse the JJATXx frequency under RCP4.5 at the
end of the century to count frequencies under a given mean and TXx
anomalies in the Arctic (Fig. 4b) and how the temperature frequencies shift
under CCT and MCB (Fig. 4c, d). To determine anomalies for the
NorESM1-ME datasets, average JJA TXx and Tmean are calculated for each
grid cell for the first 21 years (2006–2026) of RCP4.5 and subtracted from
TXx and Tmean of that grid cell in 2100 for RCP4.5, CCT and MCB. The
permafrost fraction is calculated based on a dataset of the European Space
Agency’s Climate Change Initiative Permafrost project and covers the
period from 2003 to 201958. The monthly surface temperature corre-
sponding to the permafrost fraction is quantified using Climatic Research
Unit TS4.0155. No anomalies are determined for TNn as permafrost thawing
depends on absolute temperatures and is not anomaly-driven like fires. We
determine the temperature frequencies bymaking 0.6 by 0.6 °C (Figs. 4) and
2.0 by 3.0 °C (Fig. 6) bins and evaluating how often each TXx or TNn and
Tmean (anomaly) combination is present in all the land grid cells north of 50
and65°N, respectively, dividedby thenumberof total landgrid cells northof
50 and 65°N, respectively. To analyse the shift in temperature conditions
under CCT and MCB in 2100 the frequencies from RCP4.5 in 2100 are
subtracted. Only grid cells that contain at least 50% of Arctic plant function
types (needleleaf evergreen boreal tree, needleleaf deciduous boreal tree,
broadleaf deciduous boreal tree, broadleaf deciduous boreal shrub and C3
arctic grass) are considered for the fire plots. We calculate the temperature
conditions for fires by calculating the total burned area for the respective
temperature conditions from the MCD64 monthly burned area dataset
from 2001 to 2020 and the same time frame for the temperature anomalies.
Similarly, the temperature conditions corresponding to the permafrost
fraction are calculated by determining the mean permafrost fraction per
respective temperature conditions from 2003 to 2019. As single heat events
are important for fires, we consider the JJA months separately for the fire
plots, while for the permafrost plots, the DJF months are taken as a mean,
since longer cold or warm periods are more influential than shorter events.
The permafrost area versus TNn is calculated from the RCP4.5 data (Sup-
plementary Fig. 11). The area of permafrost is calculated yearly and defined
as the summed area of the grid cells where Tmean was below 0 °C for at least
the two previous years. Similarly, the area of permafrost at the end of the
century for RCP4.5 and SAI is calculated yearly as the area of the grid cells
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where Tmean was below 0 °C for at least two consecutive years. Reported is
the mean area of the last 21 years of the century (2080–2100).

The shift in the distribution of the difference of daily JJA TXx anomaly
and JJA Tmean anomaly for RCP4.5, CCT and MCB is visualised with
normalised histograms. The anomalies are calculated for the last 21 years of
the simulation as a difference of the daily temperature of each grid cell to the
mean temperature of the grid cell during that month from 2006 to 2026.
This was done separately for June, July and August.

Statistical analysis
To assess the spatial differences between the RFG and the RCP4.5 scenarios
weperformaLRanalysis.Whilemany components of the climate systemdo
not behave in a linear way, we chose this method as it is easy to compute,
visualise and interpret its coefficients. LR allows for an easy assessment of
spatial differences of single variables such as global mean temperature and
precipitation. We calculate Tglob of each ensemble for the timespan
2006–2100 for RCP4.5 and 2020–2100 for RFG with a cosine-weighted
mean and a 21-year running mean. To simplify the description of the
methods, the following explanation is given on the example of transpiration
under CCT, however, the method can be applied for all used variables (e.g.,
TXx, TNn, latent heat, precipitation) and RFGmethod (CCT, MCB, SAI) of
this study. In the example of Fig. 2a, we calculate the JJA mean of tran-
spiration as a 21-year runningmean for every land grid cell for all threeCCT
ensembles and the RCP4.5 scenario and evaluate its dependence on Tglob
using LR.WeperformaLR for every land grid cell withTglob as independent
and the transpiration of that grid cell as dependent variable for every
ensemble. The difference in slope plotted in Fig. 2a represents the difference
of the mean slope of the three CCT ensembles and the RCP4.5 slope.

To test for significant differences between CCT andRCP4.5 we use the
obtained slope and interception values to predict transpiration values of the
last 21 years for each grid cell and calculate the residual by subtracting the
simulated transpiration value. The residual is calculated twice per CCT
ensemble, using the simulated transpiration andTglob of that ensemble: once
with the slope and intercept from the LR of that CCT ensemble and once
with the slope and intercept from the RCP4.5 LR. The residuals are com-
pared using an unpaired t-test. Assuming there are no differences between
CCT and RCP4.5, Eq. (1) should yield the same result for the LR results for
both CCT and RCP4.5:

b ¼Transpiration;CCTðnÞ i½ � � slopeRCP or CCTðnÞ � Tglob;CCT nð Þ i½ �
� interceptRCP or CCTðnÞ;

ð1Þ

where n = 1, 2, 3, represents the three CCT ensembles, i is for last year of the
21-year running mean and slope and intercept represent the slope and
intercept for RCP4.5 and the three CCT ensembles. Hence, when
conducting an unpaired t-test for the b values obtained for the slope and
intercept of the RCP4.5 LR and the b values obtained for the slopes and
intercepts of the CCT LRs, p < 0.05 indicate a significant difference between
the residuals of the LRs of CCT and RCP4.5.

Data availability
The NorESM1-ME model is described in detail in ref. 13 and ref. 14. The
RCP8.5 and RCP4.5 data output from NorESM1-ME is available under
https://doi.org/10.11582/2019.00007 while the CCT, MCB and SAI output
is available under https://doi.org/10.11582/2023.00004. Source data are
provided under https://doi.org/10.6084/m9.figshare.25244725.

Code availability
The codes used to generate the results and Figures of this work are available
at github repository (https://github.com/RhondaMueller/Codes-RFG-
Arctic-Impacts.git).
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