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H I G H L I G H T S

• The model performance in this study improved compared to the KORUS-AQ campaign.
• Inaccurate meteorological inputs, such as precipitation, RH, and PBLH degrade the model performance.
• Uncertainty in the emission inventory can lead to extreme underestimation or overestimation of the CTMs.
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A B S T R A C T

The international field campaign, GMAP/SIJAQ 2021, was conducted in Korea from October 18th to November 
25th to enhance the performance and validation of the Geostationary Environment Monitoring Spectrometer 
(GEMS) products algorithm and obtain a better understanding of the current air pollution status of the Korean 
Peninsula. Five chemical transport models (CTMs), including CMAQ, CMAQ-GIST, CAMx, WRF-Chem, and WRF 
GEOS-Chem, were utilized during the campaign to assist in organizing the observation plan and identifying 
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changes in pollutant concentrations and their spatiotemporal distribution in Korea following the Korea–United 
States Air Quality (KORUS-AQ) 2016. In this study, we evaluated the forecasting performance, strengths, and 
limitations of these five CTMs and their ensemble in simulating air quality. Intensive measurement data and 
intercomparisons were employed to explain discrepancies between observed and simulated results. A comparison 
of the CTM ensemble results for PM2.5 and various gaseous pollutants between the current GMAP/SIJAQ 2021 
and previous KORUS-AQ 2016 campaigns showed the R-value for the total mass PM2.5 concentration increased 
from 0.88 to 0.94. This improvement is related to CTM updates, including the emission inventory and better 
reproductions of the concentrations of gaseous species. However, the models consistently underestimated carbon 
monoxide (CO) concentrations, similar to the results from KORUS-AQ. This finding still suggests a further 
challenge that requires consideration of missing anthropogenic sources. The results of the ensemble model 
agreed well with the chemical composition of PM2.5 observed at the intensive monitoring station. However, for 
NO3

− and NH4
+, discrepancies were primarily due to inaccuracies in the meteorological inputs, such as precipi-

tation, relative humidity (RH), and nighttime planetary boundary layer height (PBLH) in the CTMs. Hence, all 
models overestimated the concentration of elemental carbon (EC), therefore, it is necessary to revise EC emis-
sions in the SIJAQv2 inventory, as these apply to unusual levels recorded in Seoul during the reference year of 
2018.

1. Introduction

Air Pollution is a global concern, and numerous efforts are being 
made to address this effectively, given its direct impact on human 
health. The Korean government launched the world’s first Geostationary 
Environment Monitoring Spectrometer (GEMS) satellite, which consis-
tently observes various atmospheric chemical components and their 
composition over East Asian regions, including the Korean Peninsula. To 
improve the performance of the GEMS science algorithm, validate its 
products, and deepen our understanding of the spatial and temporal 
distributions of air pollutants over the Korean Peninsula, the National 
Institute of Environmental Research (NIER), Korea, conducted an in-
ternational intensive field campaign, GMAP (GEMS MAP of Air Pollu-
tion)/SIJAQ (Satellite Integrated Joint Monitoring of Air Quality), from 
October to November 2021.

For this intensive campaign, data were gathered from various 
ground-based remote sensing instruments. The Multi-axis Differential 
Optical Absorption Spectrometer (MAX-DOAS) and the Pandora spec-
trometer were employed in ground-based remote sensing settings. To 
enhance the coverage of our ground-based remote sensing observation 
network, additional instruments were introduced. Car-DOAS measure-
ments and flight measurements using the GeoCAPE Airborne Simulator 
(GCAS) were conducted in the Seoul Metropolitan Area (SMA) and the 
southeastern region of Korea. Car-DOAS is a remote sensing instrument 
mounted on a vehicle, and GCAS is deployed on a Cessna aircraft. Both 
were used to capture the emission source distribution more compre-
hensively. Information from both geostationary and polar environ-
mental satellites, along with meteorological data, were also utilized.

Numerical simulations were conducted to improve our understand-
ing of the spatiotemporal distribution of particulate matter and gaseous 
chemical species. In these simulations, five different Chemical Transport 
Models (CTMs) were employed: the Community Multiscale Air Quality 
Modeling System (CMAQ), the CMAQ- Gwangju Institute of Science and 
Technology (GIST), the Comprehensive Air Quality Model with Exten-
sions (CAMx), the Weather Research and Forecasting model coupled 
with Chemistry (WRF-Chem), and the WRF_GEOS-Chem. These models 
maintained a spatial resolution of 27 km for East Asia, 9 km for the 
Korean Peninsula, and 3 km for both the SMA and the Southeast region 
of South Korea.

The results and ensemble statistics of each model were used to 
thoroughly analyze the ground-based remote sensing data and prepare a 
relevant flight path for aircraft measurements during the campaign. 
When combined with intensive observational data, these comprehensive 
studies also helped to identify and address the inherent limitations of the 
models, including various technical and scientific modeling challenges 
(such as temporal/spatial resolution issues), uncertainties associated 
with chemical mechanisms, and estimations of emissions. Previous 
studies have already indicated that an ensemble of multiple models can 

reduce these uncertainties, often resulting in improved model perfor-
mance (Chen et al., 2019; Im et al., 2018; Ma et al., 2019; Petersen et al., 
2019).

A similar international intensive observation campaign was previ-
ously conducted across South Korea in 2016 through a collaboration 
between the U.S. NASA and the National Institute of Environmental 
Research of Korea. In this respect, the Korea–United States Air Quality 
(KORUS-AQ) field study was conducted from May to June 2016. The 
data collected from this study remain valuable and provide a scientific 
basis for enhancing our understanding of the factors influencing na-
tional air quality regulations and international cooperation efforts 
(Crawford et al., 2021). During the KORUS-AQ campaign, six regional 
and two global chemistry transport models were used to elucidate the 
formation processes of various aerosols, especially secondary organic 
aerosols (Kim et al., 2018; Nault et al., 2018) and long-range transport 
phenomena (Choi et al., 2019; Lee et al., 2019). In addition, various 
observational data and analyses from the campaign were utilized to 
evaluate the performance of these different models using an 
inter-comparison approach (Park et al., 2021).

In this study, we aimed to evaluate the forecasting performance of 
the five different CTMs using intensive measurement data during the 
campaign period to understand the characteristics of each CTM and 
identify its strengths and limitations in simulating air quality. An 
ensemble of multiple models was also examined, and intercomparisons 
between the five CTMs were made to comprehensively explain dis-
crepancies between observed values and simulated results.

2. Methods

2.1. Model description

Four regional and one global CTMs were employed to perform air 
quality simulations focusing on PM2.5 and O3 during the GMAP/SIJAQ 
period. All simulations utilized identical anthropogenic emissions from 
the GMAP/SIJAQv2 inventory for East Asia, which was based on the 
emissions inventories developed by Woo et al. (2020).

In this study, the CMAQ (Byun and Schere, 2006) version 5.2 was 
used to predict gaseous and aerosol air pollutants during the campaign. 
The mechanism ‘cb6r3_ae6_aq’ was applied according to the photo-
chemistry Carbon Bond 6 (Yarwood et al., 2010) version and the 6th 
generation aerosol module for secondary organic aerosols (SOAs). The 
Euler Backward Iterative (EBI) chemistry solver is employed for the 
photochemical mechanism. The initial and boundary input fields were 
generated using the default boundary condition profile provided by the 
CMAQ model, which represents typical atmospheric conditions at the 
model’s boundaries.

The GIST has developed, and recently updated CMAQ-GIST (here-
after CMAQ_G) based on the CMAQ v5.2 model. Daytime HONO 
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chemistries were revised in this model based on the SAPRC07TC 
chemical mechanism (Zhang et al., 2016), and yield data for SOA for-
mation for the two-product approach (Odum et al., 1996) was updated 
using data from multiple smog chamber experiments conducted under 
typical northeast Asian atmospheric conditions (Babar et al., 2016). To 
provide boundary conditions, seasonal climatology was obtained from 
the hemispheric CMAQ model output (Hogrefe et al., 2018). Initial 
conditions were updated every 15 UTC (i.e., 00 KST) via 3D-Var data 
assimilation with ground-based observations PM2.5 from Korea and 
China (Lee et al., 2022a,b).

The WRF-Chem is an online, non-hydrostatic, mesoscale air quality 
model (Grell et al., 2005; Skamarock and Klemp, 2008). In the online 
mode, the chemical module uses the same transport, physics schemes, 
and grid as the meteorological module. The gas phase chemistry model 
is used in Ozone and Related Chemical Tracers version 4 (MOZART-4) 
(Emmons et al., 2010). The aerosol module includes the Goddard 
Chemistry Aerosol Radiation and Transport (GOCART) module, which 
simulates major tropospheric aerosol components, including sulfate, 
dust, black and organic carbon, and sea salt. It includes algorithms for 
dust and sea salt emissions, dry deposition, and gravitational settling. 
The mozbc tool was used to determine the chemical initial and lateral 
boundary conditions (https://www2.acom.ucar.edu/wrf-chem/wrf-ch 
em-tools-community), using global model results from the Whole At-
mosphere Community Climate Model (WACCM), which is driven by 
meteorological fields from the NASA GMAO GEOS-5 model.

CAMx version 7.1 was used to predict gaseous air pollutants and 
PM2.5. CAMx includes RADM-AQ for inorganic aqueous chemistry, 
ISORROPIA for inorganic gas-aerosol partitioning, and SOAP for organic 
gas-aerosol partitioning and oxidation (ENVIRON, 2006). SAPRC07TC 
with a two-mode coarse/fine scheme (CF) was applied for the chemical 
mechanism and particle size distribution. WRF and SMOKE were 
employed to generate meteorological data and emission inputs for 
CAMx, while the chemical initial and boundary conditions for CAMx 
were derived from the CMAQ default profile, processed using 
CMAQ2CAMx.

The WRF_GC is a chemical transport model that integrates the 
Weather Research and Forecasting (WRF) mesoscale meteorological 
model and the Goddard Earth Observing System with a chemistry model 
(GEOS-Chem version 12.1.1) (Feng et al., 2021; Lin et al., 2020). Grid 
and subgrid-scale clouds were treated based on the WRF Single Moment 
5-class (WSM5) (Hong et al., 2004) and the newer Tiedtke scheme 
(Tiedtke, 1989; Zhang et al., 2011). The chemical boundary conditions 
were determined every hour using GRIMs-CCM, developed by coupling 
the chemistry modules of the GEOS-Chem to the GRIMs general circu-
lation model (Koo et al., 2023; Seungun Lee et al., 2022a, 2022b). The 
tropospheric chemistry (GEOS-Chem Tropchem) of GEOS-Chem was 
applied for the chemical mechanism.

Each model used in this study had a different simulation domain; 
therefore, the target area and spatial resolution of each model varied. In 
this respect, CMAQ, WRF-Chem, and CAMx use a nested simulation (9 
km) with an outer domain of 27 km resolution covering East Asia. 
WRF_GC uses a nested domain with a spatial resolution of 9 km for Korea 

with boundary conditions determined from a 0.25◦ x 0.3125◦ GRIMs- 
CCM simulation. The CMAQ_G uses 15 x 15 km horizontal resolution 
over the northeast Asia domain.

Tables 1 and 2 summarize the details of the participating models, 
including their employed meteorology, a grid resolution of the simula-
tions, biogenic emissions schemes, chemistry mechanisms, and aerosol 
thermodynamics. We allowed each model to select its own configura-
tions for meteorological fields and natural emissions. As demonstrated 
in the table, substantial differences were noted between the models in 
terms of gas-phase chemistry mechanisms and aerosol mechanisms.

2.2. Emissions

The model-ready anthropogenic emissions as CTM input data 
(GMAP/SIJAQv2) were processed according to the latest national 
emission inventory, the relevant temporal/spatial allocation, and the 
appropriate chemical lumping scheme for each model. The inventory 
included area, mobile, ship, and point emissions of species such as CO, 
SO2, NOX, NH3, and volatile organic compounds (VOCs). Compared to 
the existing emissions prepared for KORUS-AQ, the base reference year 
of the emission dataset was updated to 2017 for China and Japan and 
2018 for South Korea. Table 3 and Fig. 1 show the emission inventories 
by country used in GMAP/SIJAQv2 and the difference between KOR-
USv5 and GMAP/SIJAQv2.

The most significant change in emissions compared to the KORUSv5 
emission inventory was found in China. Specifically, SO2 emissions 
decreased by approximately 29.5%, from approximately 13.3 Tg/yr in 
2016 to approximately 9.4 Tg/yr in 2017. NH3 emissions showed a 
reduction of approximately 2.7%, decreasing from approximately 10.3 
Tg/yr in 2016 to approximately 10.1 Tg/yr in 2017. While emissions in 
Korea showed a notable decrease in SOX and NOX, NH3 emissions 

Table 1 
Summary of input, chemistry, and aerosol options of models participating in the intercomparison.

Model Institution Meteorology Biogenic Emission Wildfire Emission Chemistry Mechanism Aerosol Thermodynamics + Microphysics

CMAQ v5.2 UNIST GFS 0.5◦

FNL 0.25◦

MEGAN v2.1 – CB6r3 ISORROPIA II + AERO6

CMAQ-GIST GIST GFS 0.25◦

FNL 0.25◦

MEGAN v2.1 FINN v1.5 Modified SAPRC07TC ISORROPIA II + AERO6

WRF-Chem v3.9.1 UNIST GFS 0.5◦

FNL 0.25◦

MEGAN v2.04 – MOZART GOCART + Lin Scheme

CAMx v7.1 Ajou Univ GFS 1.0◦

FNL 0.25◦

MEGAN v2.0 – SAPRC07 ISORROPIA II + CF scheme

WRF-GC v12.1.1 Seoul Nat’l Univ (SNU) GFS 0.5◦

FNL 0.5◦

MEGAN v2.1 – GEOS-Chem Tropchem ISORROPIA II + Bulk scheme

Table 2 
Summary of model resolution and PBL scheme of models participating in the 
intercomparison.

Model Institution Horizontal 
Resolution

Vertical Levels 
(Model Top 
Height)

PBL 
scheme

CMAQ 
v5.2

UNIST 27 × 27 km 
(East Asia) 
9 × 9 km 
(Korea)

23 (50 hPa) YSU

CMAQ- 
GIST

GIST 15 × 15 km 
(East Asia)

15 (50 hPa) YSU

WRF-Chem 
v3.9.1

UNIST 27 × 27 km 
(East Asia) 
9 × 9 km 
(Korea)

31 (50 hPa) YSU

CAMx v7.1 Ajou Univ 27 × 27 km 
(East Asia) 
9 × 9 km 
(Korea)

15 (50 hPa) YSU

WRF-GC 
v12.1.1

Seoul Nat’l 
Univ (SNU)

9 × 9 km 
(Korea)

47 (80 km) YSU
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exhibited an increase.
The participating models employed various versions of the Model of 

Emissions of Gases and Aerosols from Nature (MEGAN), including ver-
sions 2.0, 2.04, and 2.1 (Guenther et al., 2012), for biogenic emissions of 
isoprene, terpenes, and other VOCs. Each model utilized its own vege-
tation map and meteorology to estimate biogenic emissions, resulting in 
variations in isoprene emissions among them. Additionally, only 
CMAQ_G included biomass-burning emissions in its inventory, and 
emissions from wildfires were generally much lower than those from 
anthropogenic sources in Korea.

2.3. Observations

The surface mass concentrations obtained from a national-wide 
urban monitoring network (www.airkorea.or.kr) managed by the Na-
tional Institute of Environmental Research (NIER) were used to evaluate 
the performance of five different types of air quality model and deter-
mine their ensemble statistics during the GMAP/SIJAQ campaign 

period. We gathered hourly concentration data for PM2.5, O3, NO2, SO2, 
and CO from 505 Air-Korea monitoring stations. During the GMAP/ 
SIJAQ campaign, chemical components and their precursors were spe-
cifically measured using a Monitor for Aerosols and Gases (MARGA) at 
Olympic Park in Seoul, as depicted in Fig. 2(b). As a result, we obtained 
hourly concentrations of gaseous pollutants such as O3, NO2, SO2, CO, 
and NH3, as well as particulate matter, including NO3

− , SO4
2− ), NH4

+, 
organic matter (OM), and elemental carbon (EC).

In addition to surface mass concentrations, we collected various 
observational data from ground, air, and space using the remote sensing 
instruments mentioned in the introduction. These efforts aimed to 
improve our overall understanding of emission patterns and sources. In 
this study, we evaluated the general performance of the models by 
focusing only on the ground concentration and chemical composition of 
PM2.5 observed during the campaign period. Research on the vertical 
distribution and long-range transport phenomena, using remote sensing 
and satellite data observed during the campaign period, will be con-
ducted as a follow-up to this study.

Table 3 
Total anthropogenic emissions (Gg/yr) in the GMAP/SIJAQ version 2 emission inventories of each country.

CO NOX SO2 PM2.5 VOC NH3

S. Korea 763.5 1067.5 291.7 95.3 1020.8 316
China 115,486.2 17,121.9 9434.5 6667.4 23,832.1 10,051.0
Japan 2995.3 1196.3 345.9 53.4 891.9 342.6
Other regions 95,197.4 12,084.8 16,091.3 10,446.9 27,321.9 12,285.3
Total 214,442.3 31,470.6 26,163.4 17,262.9 53,066.8 22,994.8

Fig. 1. GMAP/SIJAQv2 emission change rate by material in China (a) and South Korea (b) compared to KORUSv5. (CAPSS; Clean Air Support System in 
South Korea).

Fig. 2. Ensemble modeling domain for comparing five types of models (CMAQ, CMAQ_G, CAMx, WRF_Chem, and WRF_GC). (a) Domain 1 (d01) with 27 km × 27 km 
horizontal resolution covering 15–54◦N, 91–149◦E and domain 2 (d02) with 9 km × 9 km horizontal resolution covering the Korean peninsula, 32–40◦N and 
123–131◦E. (b) The locations of 505 Air-Korea surface monitoring stations (blue) and the intensive monitoring station (red; Olympic Park) during the GMAP 
campaign are shown.
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3. Results

We conducted a performance evaluation of five different models 
during the GMAP/SIJAQ 2021 campaign by comparing their individual 
and ensemble results to observed data. This allowed us to assess model 
biases and understand the causes of discrepancies among the models. 
For the model evaluation, 9-km resolution results were used, and the 
CMAQ_G results were interpolated to a 9-km resolution. The hourly 
model values were then extracted from the grid cells closest to the 
observation sites to ensure accurate spatial matching. These hourly 
values were then averaged to daily values, corresponding to the 39-day 
period from October 18th to November 25th during the GMAP/SIJAQ 
campaign. We employed various evaluation statistics for this analysis: 
Pearson Correlation Coefficient (R), Root Mean Square Error (RMSE), 
Mean Bias (MB), Normalized Mean Bias (NMB), and Index of Agreement 
(IOA), all of which are defined below (Eq. 1–Eq. (5)). 

R=

∑N

i=0
(Modi − Mod)(Obsi − Obs)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(Modi − Mod)2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(Obsi − Obs)2

√ , (Eq. 1) 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(Modi − Obsi)

2

N

√
√
√
√
√

, (Eq. 2) 

MB=

∑N

i=1
(Modi − Obsi)

N
, (Eq. 3) 

NMB=

∑N

i=1
(Modi − Obsi)

∑N

i=1
Obsi

, (Eq. 4) 

IOA= 1 −

⎡

⎢
⎢
⎢
⎣

∑N

i=1
(Modi − Obsi)

2

∑N

i=1
(|Modi − Obs| + |Obsi − Obs|)2

⎤

⎥
⎥
⎥
⎦
. (Eq. 5) 

3.1. Sensitivity of different meteorological inputs

We investigated the importance of meteorological input fields and 
their sensitivity in CTMs using two types of data: the Global Forecast 
System (GFS) and the Final (FNL) analysis data from the National Center 
for Environmental Prediction (NCEP). The GFS is a numerical weather 
prediction model that provides a global forecast of various meteoro-
logical variables, including temperature, pressure, wind, and precipi-
tation. In contrast, the FNL represents a meteorological input field that 
merges observations from multiple sources with numerical model out-
puts, resulting in a comprehensive gridded dataset of atmospheric con-
ditions for weather analysis.

The ensemble results of the five models, driven by both GFS and FNL 
data, are presented in Fig. 3, which shows the daily average timeseries 
for PM2.5 and O3. The corresponding performance evaluation results are 
displayed in Table 4. Utilizing FNL data improved simulating the tem-
poral variations of PM2.5 concentrations, with the R-value increasing 
from 0.84 to 0.94. Furthermore, compared to the use of GFS data, the 
NMB for PM2.5 decreased from 22% to 11% with FNL data, indicating a 
reduced overestimation. Notably, the overestimation was significantly 
reduced from November 4 to 5 (Period 1) with FNL data. Fig. 3(a) il-
lustrates the remarkable improvement observed when simulating the 
high concentration events of November 19–20 (Period 2) when using 
FNL data instead of GFS data.

To assess the meteorological variables that might be more sensitive 

to the PM2.5 concentration performance, we compared surface and 850 
hPa wind speeds and the planetary boundary layer height (PBLH) be-
tween the FNL and GFS datasets. During Period 1, the GFS data showed 
weaker surface wind speeds and a lower PBLH than the FNL data (as 
shown in Fig. S1), leading to an accumulation of PM2.5 and, conse-
quently, to an overestimation of its concentrations. In contrast, during 
Period 2, although wind speed and direction were similar between both 
meteorological input fields, a significant decrease in the PBLH was 
observed using the FNL data (as indicated in Fig. S2), which restricted 
the dispersion of PM2.5 within the Korean Peninsula. As a result, the 
CTMs utilizing FNL data as the meteorological input were more suc-
cessful in simulating the high-concentration events of PM2.5 during 
Period 2. Previous studies have also confirmed that wind speed and 
PBLH are critical meteorological variables affecting pollutant concen-
trations (Jeong and Park, 2013; Li et al., 2014; Tao et al., 2018).

For O3, the R-values were 0.77 for GFS and 0.83 for FNL. Similar to 
PM2.5, the ensemble results showed a superior simulation of temporal 
changes when using FNL data. However, the NMB indicated an under-
estimation of approximately − 4% with GFS data, whereas an over-
estimation of approximately 11% was recorded with FNL data, as 
illustrated in Fig. 3(b). These differences can be attributed to the surface 
air temperature from the meteorological inputs. An analysis of the 
spatial distribution of average 2 m temperature (TEMP2) throughout the 
GMAP/SIJAQ campaign period revealed that the FNL data corresponded 
to higher average temperatures (Fig. S3) than the GFS data. This effect 
can be associated with increased simulated O3 concentrations, consis-
tent with previous studies (Banta et al., 2011; Ramsey et al., 2014).

During the GMAP/SIJAQ campaign period, GFS forecasting data 
were used to pre-determine flight observation pathways and support the 
planning of various remote observations. Nevertheless, the primary 
objective of this study was to enhance the accuracy and performance of 
the CTMs via a comparative validation using data gathered during the 
comprehensive field campaign. The FNL is a re-analysis product 

Fig. 3. Time series of ensemble results from models and PM2.5 and O3 mean 
concentrations observed daily at 505 Air-Korea stations. NMB and R indicate 
Normalized Mean Bias and Correlations, respectively.

Table 4 
Performance evaluation of ensemble results from models by comparing the 
simulated concentration to the measured values for PM2.5 and O3 at 505 Air- 
Korea sites. Values in brackets represent average observations for each pollutant.

Pollutants Input R RMSE MB NMB (%) IOA

PM2.5 (20.9 μg m− 3) GFS 0.84 9.16 4.62 22.12 0.88
FNL 0.94 5.27 2.23 10.65 0.96

O3 (24.58 ppb) GFS 0.77 2.57 − 0.95 − 3.85 0.86
FNL 0.83 3.37 2.69 10.94 0.79
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generated after the completion of the GFS forecast cycle, incorporating 
the most comprehensive set of meteorological observations available for 
that cycle. We also demonstrated that CTM simulations driven by the 
FNL meteorological field yielded considerably better results than those 
using GFS data. Considering all these factors, the FNL re-analysis 
products were selected as the meteorological input field for con-
ducting CTM simulations in this study.

3.2. Uncertainty in five different CTMs

The KORUS-AQ campaign, jointly conducted by U.S. NASA and 
South Korea NIER in 2016, was crucial for advancing our understanding 
of air quality characteristics in the Northeast Asia region and the Korean 
Peninsula. The subsequent GMAP/SIJAQ campaign was expected to 
provide detailed and intensive observational data that was not easily 
obtained through regular monitoring, thereby contributing significantly 
to emission estimations and model performance improvements.

We first compared the ground-level concentrations of air pollutants 
obtained from 505 Air-Korea sites and the Olympic Park special obser-
vation site with the results from five different models that used FNL data. 
We also examined the ensemble results generated by these models and 
compared them to the model results from the previous KORUS-AQ 
campaign (Park et al., 2021). However, the GMAP/SIJAQ campaign 
was conducted from October to November, and the KORUS-AQ 

campaign was conducted from May to June, which makes it chal-
lenging to compare the modeling results directly due to the differing 
seasonal contexts. Seasonal variations significantly impact atmospheric 
conditions, pollutant sources, and meteorological patterns, which can, 
in turn, influence model performance. However, notably, in various air 
quality modeling studies in Korea, modeling results for seasons other 
than winter have demonstrated similar performances (Choi et al., 2019, 
Ju et al., 2018). The seasonal characteristics of ambient PM2.5 in Korea 
exhibit similar concentration levels in both spring and fall. However, the 
impact of Transboundary air pollution (TAP) on PM2.5 concentrations is 
approximately 6% higher in spring compared to that in fall (Yim et al., 
2019). Inland, the concentration of PM2.5 is approximately 5–7 μg m− 3 

higher in spring than in autumn, but the diurnal pattern is similar. 
Despite the inherent seasonal differences, it was considered likely that a 
comparative analysis of the GMAP/SIJAQ and KORUS-AQ campaign 
results could yield meaningful insights. By acknowledging the seasonal 
context and leveraging the generally higher accuracy of spring and 
autumn time modeling, we derived valuable conclusions about model 
performances and the underlying atmospheric processes. Therefore, 
while direct comparisons are fraught with complexities, the analysis 
results are useful for enhancing our understanding of model perfor-
mance across different campaigns and seasons.

Similar to the validation of the model performance during the 
KORUS-AQ campaign, validation of the GMAP/SIJAQ campaign was 

Fig. 4. A model ensemble obtained using FNL meteorological input fields and observed mean values of PM2.5, O3, NO2, SO2, and CO surface concentration during the 
GMAP campaign (October 18 to November 25, 2021). The background represents model values, and circles indicate the location of 505 Air-Korea surface monitoring 
stations and their observed values.
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performed using observational data from Air-Korea monitoring stations, 
focusing on South Korea. During the KORUS-AQ campaign, two global 
models, GEOS-Chem and CAM-Chem, and six regional models were 
utilized. These included WRF-Chem from NCAR, WRF-Chem from Pusan 
National University, WRF-Chem from the University of Iowa, WRF- 
Chem from UCLA, and CMAQ (Park et al., 2021). In this study, we 
used five CTMs, including WRF_GC, WRF-Chem, CMAQ, CMAQ_G, and 
CAMx. Fig. 4 compares the spatial distribution of the average observed 
values and the ensemble results for PM2.5, O3, NO2, SO2, and CO ob-
tained from the five models during the GMAP/SIJAQ campaign period. 
Compared to the model results from the previous KORUS-AQ campaign 
(Park et al., 2021), the model performances for PM2.5, O3, and NO2 were 
improved. For PM2.5 and O3, the spatial correlation increased from 0.17 
to 0.41 and 0.55 to 0.67, respectively, indicating a better representation 
of the spatial distribution than that observed in the KORUS-AQ modeling 
study.

For NO2, the spatial correlation was nearly the same as that recorded 
during the KORUS-AQ campaign, but the Normalized Mean Bias (NMB) 
was significantly reduced from − 27% to − 7%, indicating that this 
modeling significantly improved the underestimation issue encountered 
during the KORUS-AQ modeling. The improved model performance can 
be attributed to updates in the emission inventory for NOX, advance-
ments in the model version, and implementation of much higher hori-
zontal resolutions in GMAQ/SIJAQ modeling. To assess the 
improvement in model performance due to resolution, we interpolated 
the 9 km × 9 km domain to 0.5◦ × 0.5◦ and examined the results (Fig. S4, 
Table S1). For PM2.5 and O3, the spatial correlation increased from 0.17 
to 0.54 and 0.55 to 0.70, respectively. For NO2, the NMB was slightly 
reduced from − 27% to − 25%. These findings indicate that the model 
performance improved even when evaluated at the same resolution.

Despite the overall improvement in model performance when 
compared to the KORUS-AQ period, a few variables showed limited 
improvement. Notably, for SO2, an unexpected degradation in modeling 
performance was noted, i.e., a decrease in the spatial correlation from 
0.74 to 0.31 (0.5◦; 0.74 to 0.23). For CO, the NMB value deteriorated 
from − 47% to − 56% (0.5◦; − 47% to − 58%), indicating an increased 
underestimation. Previous studies of the KORUS-AQ campaign have also 
reported that CTMs underestimate CO concentrations in Korea (Gaubert 
et al., 2020; Huang et al., 2018; Tang et al., 2019). Similar results were 

obtained in the GMAP/SIJAQ campaign, suggesting that sources of CO 
emissions estimates may be missing, potentially leading to an underes-
timation of CO ground concentrations.

Fig. 5 shows the time series of daily averaged modeled values and 
observed values during the GMAP/SIJAQ campaign, and the statistical 
results for each pollutant and model are presented in Table 5. Despite 
the presence of discrepancies among the models and performance var-
iations based on the pollutant, the ensemble results for PM2.5 generally 
exhibited better performance than the individual models, showing a 

Fig. 5. Time series of simulated and mean concentrations of PM2.5, O3, NO2, SO2, and CO at 505 observed daily at Air-Korea stations. The black and red lines 
represent the observed and ensemble simulated values. The marker indicates the simulated value of each model, and model ranges are shown in gray shades.

Table 5 
Performance evaluation of the four models (five types for PM2.5) and their 
ensemble by comparing the simulated concentration to the measured values at 
505 Air-Korea sites for PM2.5 O3, NO2, SO2, and CO. Values in bracket represent 
the average observations for each pollutant.

Pollutants Model R RMSE MB NMB (%) IOA

PM2.5 

(20.9 μg 
m− 3)

CMAQ 0.95 5.39 − 3.41 − 16.29 0.95
CMAQ_G 0.97 4.96 2.68 12.81 0.97
CAMx 0.94 11.03 8.25 39.49 0.88
WRF_Chem 0.79 9.56 − 5.24 − 25.08 0.80
WRF_GC 0.81 15.33 9.30 44.50 0.78
ENSEMBLE 0.94 5.27 2.23 10.65 0.96

O3 

(24.58 ppb)
CMAQ 0.76 2.72 − 1.23 − 5.02 0.84
CMAQ_G 0.70 6.90 5.34 21.73 0.59
CAMx 0.59 3.03 0.18 0.75 0.76
WRF_GC 0.66 7.46 6.59 26.80 0.52
ENSEMBLE 0.83 3.37 2.69 10.94 0.79

NO2 

(18.75 ppb)
CMAQ 0.87 4.29 3.44 18.35 0.83
CMAQ_G 0.92 2.66 − 1.71 − 9.14 0.93
CAMx 0.89 2.24 − 0.34 − 1.82 0.94
WRF_GC 0.66 7.84 − 6.73 − 35.87 0.60
ENSEMBLE 0.87 2.79 − 1.30 − 6.93 0.91

SO2 

(2.82 ppb)
CMAQ 0.70 0.85 − 0.15 − 5.20 0.48
CMAQ_G 0.72 0.84 − 0.04 − 1.48 0.49
CAMx 0.73 2.26 1.76 62.36 0.18
WRF_GC 0.71 0.99 0.23 8.34 0.44
ENSEMBLE 0.74 1.07 0.45 15.93 0.41

CO 
(447.46 ppb)

CMAQ 0.91 302.61 − 296.26 − 66.21 0.34
CMAQ_G 0.95 224.37 − 222.20 − 49.66 0.47
CAMx 0.85 277.34 − 272.22 − 60.84 0.38
WRF_GC 0.82 223.91 − 216.98 − 48.49 0.46
ENSEMBLE 0.91 218.62 − 215.97 − 54.97 0.43
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high R-value of 0.94 and a low NMB of 11%, consistent with previous 
studies (Baklanov and Zhang, 2020; Marécal et al., 2015). Moreover, 
compared to the model results from the KORUS-AQ campaign (Park 
et al., 2021), a much wider variation and improvement in performance 
among the models was observed for PM2.5, with R-values ranging from 
0.72 to 0.81 for KORUS-AQ and 0.79 to 0.97 for GMAP/SIJAQ. This 
improvement can be attributed to the newly added ensemble member in 
this study, the CMAQ_G model, which exhibited a significantly better 
performance than the other models that showed similar performances 
during the KORUS-AQ campaign. CMAQ_G is a version of CMAQ 
(version 5.2.1) optimized for the Korean peninsula (Yu et al., 2023), and 
it includes major updates such as revised daytime HONO chemistry, 
updated yields for Secondary Organic Aerosol (SOA) formation and the 
application of 3D-Var data assimilation. This enhanced performance was 
particularly notable for PM2.5, with an R-value of 0.97 and an NMB of 
13%, compared to the ensemble results (R = 0.94; NMB = 11%). These 
results may highlight the importance of adopting region-specific and 
optimized models, which can deliver improved performance in 
modeling outcomes and assist in an in-depth understanding of air 
pollution phenomena and mechanisms over the target region.

For NO2 and O3, the CMAQ model exhibited a distinct pattern 
compared to other models, with an overestimation of NO2 and an un-
derestimation of O3. Despite using the same emission inventories as 
other models, the in-line calculation of the CMAQ model for point source 
emissions caused such differences. In the CMAQ model, point source 
emissions can be optionally handled using in-line calculation, which was 
used in the CMAQ employed in this study. Hence, the emissions were 
directly integrated into the dynamic processes of the model during the 
simulation run. Specifically, point source emissions, such as those from 
industrial facilities or power plants, were injected into the relevant 
model grid cells at their respective heights based on the stack parameters 
(e.g., stack height, exit velocity, and temperature). In contrast, the other 
models often used a pre-processing step to allocate emissions to vertical 
layers before the simulation began.

In the case of SO2, the ensemble results generally demonstrated a 
strong performance with an R-value of 0.74 and an NMB of 16%. 
However, a detailed examination of the time series revealed that the 
model overestimated the variability compared to the observed data, and 
this discrepancy appears to be linked to inaccuracies in the emission 
inventory for industrial regions. For example, while the model effec-
tively captured observations in Baengnyeong Island, a background area 
with minimal local sources, it failed to accurately represent both the 
concentration levels and variability in Ulsan, an industrial area. This 
issue is illustrated in Fig. S5.

Furthermore, the CAMx model showed an R-value of 0.73 and an 
NMB value of 62%, indicating a significant overestimation compared to 
the other models. The approach of CAMx to vertical mixing, particularly 
via the dynamic adjustment of the vertical diffusivity (Kv) and its robust 
parameterization schemes, results in stronger and more responsive 
vertical mixing than other models such as WRF-Chem, CMAQ, and 
WRF_GC. A previous study by Vivanco et al. (2017) reported similar 
characteristics with CAMx. Pirovano et al. (2012) also argued that the 
CAMx model was distinguished by its notably strong downward mixing 
tendency compared to other models, resulting in an increased impact of 
elevated sources on ground-level concentrations, especially in the case 
of SO2.

The results of a comprehensive examination of the model validation 
for simulated CO concentrations are shown in Figs. 4 and 5, and Table 5, 
and they highlight the need for future scientific research. The strong 
correlation (R = 0.91) between the simulated CO concentration of the 
model ensemble using SIJAQv2 emissions and observed concentrations 
in Air Korea stations indicates that the model ensemble accurately 
captured temporal variations in the CO concentration. However, the 
significant difference between simulated CO concentrations and 
observed concentrations (NMB = − 55%) indicates a consistent under-
estimation by the model ensemble. In the previous study of the KORUS- 

AQ campaign, the issue of underestimating the CO concentration per-
sisted despite applying the updated KORUSv5 inventory, which more 
than doubled the CO emission amounts compared to KORUSv1. The 
underestimation of CO concentrations across all models is likely due to a 
combination of challenges in accurately representing anthropogenic 
sources and the inherently low background CO levels in the models. This 
underestimation is consistently observed across various regions, 
including urban areas like Seoul, suburban locations such as Hongcheon, 
and background sites like Baengnyeong (Fig. S6). The underestimation 
in urban regions suggests that significant sources of CO emissions, such 
as traffic, industrial activities, and residential heating, may not be fully 
captured in the emissions inventory. In contrast, the underestimation 
observed in Baengnyeong, where local emissions are minimal, suggests 
that the model’s tendency to underestimate natural background CO 
levels, rather than missing local sources, may be the primary factor in 
these areas. This consistent pattern of underestimation across diverse 
geographical settings implies a systematic bias in the representation of 
baseline CO concentrations by models, contributing to the overall 
negative bias. Addressing these issues would require enhancements in 
both the emissions inventory to better account for anthropogenic sour-
ces and the model’s abilities to represent background CO levels more 
accurately. Gaubert et al. (2020) also showed that chemical production 
and loss resulting from OH reactions caused by the release of VOCs have 
a significant impact on CO concentration simulations. This implies that 
in addition to improving emissions accuracy, CTMs must more accu-
rately capture the complex chemical processes that may influence CO 
concentrations.

Fig. 6 demonstrates the modeled and observed values of the diurnal 
cycles of various pollutants. The diurnal patterns of air pollutants vary 
significantly (Choi et al., 2023; Liu et al., 2022; Yoo et al., 2015). SO2 
and O3 typically exhibit a single peak in their daily concentrations. In 
contrast, pollutants such as PM2.5, CO, and NOX tend to exhibit a 
bimodal distribution, with two distinct peaks occurring in the morning 
and evening. These patterns are primarily influenced by traffic emissions 
and atmospheric processes, reflecting the daily human activities and 
meteorological conditions that affect pollutant levels throughout the 
day. For PM2.5, NO2, and O3, the models exhibited variations consistent 
with the observed data and captured the diurnal fluctuations well. 
However, the daytime peak concentration for O3 and the early morning 
maximum for PM2.5, NO2, and SO2 occurred approximately 2 h earlier 
than the observed timing in all model results. Additionally, the models 
were unable to accurately simulate the observed diurnal variations in 
SO2. In the early 2000s, diurnal variations in SO2 in Korea exhibited a 
bimodal pattern (Kim et al., 2007), whereas the diurnal variation dis-
tribution of SO2 observed in this study showed a single peak. This 
change is believed to result from the decreased emissions from mobile 
pollution sources. According to the Clean Air Policy Support System 
(CAPSS; www.air.go.kr), which provides statistical information on 
emissions in Korea, the proportion of SO2 emissions from mobile sources 
decreased from 9.39% in 1999 to 5.4% in 2021, and the proportion of 
road-mobile pollutants decreased from 1.18% to 0.15%. This indicates 
that SO2 emissions from transportation, which contribute to the bimodal 
pattern, have been primarily eliminated. However, the temporal allo-
cation of emissions used in the model inputs did not align well with 
observations, leading to discrepancies between model simulations and 
observations. This suggests the potential need for relevant correction in 
the temporal profile and allocation in the emission processing proced-
ure. As mentioned earlier, all models underestimated CO concentra-
tions, although its diurnal patterns were relatively well captured. The 
underestimation of variations in diurnal CO concentrations by CTMs 
suggests that sources of CO emissions estimates may be missing, 
particularly those of local sources.

The diurnal cycle of PM2.5 can be comprehensively understood by 
examining the contribution of gaseous pollutants to its formation. Dur-
ing the morning rush hours, traffic activity significantly increases NO2 
emissions, peaking at around 09:00. NO2 then reacts with OH radicals to 
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form nitric acid, which subsequently condenses with ammonia (NH3) to 
produce ammonium nitrate. Simultaneously, hydrocarbons, as indicated 
by the concentration of CO, also increased during this period, leading to 
the formation of hydrocarbon organic aerosols. Notably, the concen-
tration of PM2.5 reaches its morning peak around 11:00, approximately 
2 h after the maxima of NO2 and CO. This temporal lag suggests that the 
oxidation processes of NO2 and hydrocarbons, along with subsequent 
particle formation, are completed within a few hours (Kim and Kim, 
2020). This pattern aligns with the real-time observations reported in 
China by Wang et al. (2016), where similar diurnal dynamics were 
observed. This analysis highlights the complex interplay between 
gaseous precursors and particulate matter, emphasizing the role of 
secondary aerosol formation in shaping the diurnal cycle of PM2.5. Un-
derstanding these temporal dynamics is crucial for developing targeted 
air quality management strategies and mitigating pollution peaks 
effectively.

Notably, while nighttime (00:00–06:00 KST) measurements indi-
cated a decrease in PM2.5 concentration, the models conversely showed 
increases in its concentration. The decrease in PM2.5 concentrations at 
night can be attributed to the combined effects of meteorological 
changes, reduced emissions (human activities), and altered chemical 
processes (photochemical reactions) (Faisal et al., 2022; Han and Hong, 
2020; Leung et al., 2020; Ye et al., 2017). Human activities contributing 
to PM2.5 emissions, such as vehicular traffic and industrial operations, 
are significantly reduced during night hours, resulting in lower primary 
emissions. Furthermore, the absence of sunlight at night halts photo-
chemical reactions that generate secondary pollutants from primary 
emissions, reducing the formation of secondary aerosols, a major 
component of PM2.5. These factors collectively contribute to the 
observed decrease in PM2.5 concentrations at night. However, since the 
models simulated increased PM2.5 concentrations at night, an analysis of 
this discrepancy is necessary. A detailed discussion of this issue is pre-
sented in Section 3.3.

We also compared the ensemble results of the GMAP/SIJAQ 
campaign in this study with those of the KORUS-AQ campaign as pre-
sented in the existing literature (Park et al., 2021). For PM2.5, the 

R-values increased from 0.88 to 0.94, indicating an improvement in 
simulating temporal variations. For O3, although the R-value remained 
at 0.83, the NMB increased from 4% to 11%. Informed by the 
KORUS-AQ campaign’s findings on air quality over Northeast Asia and 
the Korean Peninsula, numerous scientific and technical efforts have 
been made to refine modeling techniques, including correcting emission 
estimates and updating model physical and chemical options. As a 
result, the modeling performance for concentrations of air pollutants 
during the GMAP/SIJAQ campaign period improved noticeably.

Here are a few notable findings from this evaluation and comparison. 

1. Due to emissions updates and model improvements, the overall 
model performances in this study were improved compared to the 
KORUS-AQ campaign.

2. Overall, the ensemble of models demonstrated a better performance 
than individual models during the GMAP/SIJAQ campaigns.

3. All models consistently underestimated CO concentrations, sug-
gesting the possibility of missing sources in CO emission inventories.

4. While the models successfully captured diurnal variations, adjust-
ments in the temporal profiles of the emissions processing procedure 
are necessary.

3.3. Biases associated with aerosol compositions

The PM2.5 concentrations and aerosol chemical composition were 
measured every 4 h at Olympic Park. The results were averaged daily 
and compared to those of each model. During the GMAP/SIJAQ 
campaign period, Seoul experienced high concentrations of PM2.5 
(November 19–21, 2021). As shown in Fig. 7 (gray shades), significant 
model variations was observed during this period. Excluding the high 
concentration period, both CAMx and WRF_GC over simulated PM2.5, 
whereas CMAQ clearly under-simulated PM2.5 during the high concen-
tration period. In WRF_GC, the underestimation of sulfate significantly 
affected the underestimation of PM2.5 during high-concentration pe-
riods. However, the PM2.5 concentration simulated by CMAQ_G during 
the high concentration period was most similar to that of observations, 

Fig. 6. Diurnal cycle of simulated and mean concentrations of PM2.5, O3, NO2, SO2, and CO observed daily at 505 Air-Korea stations. The black and red lines 
represent the observed and ensemble simulated values. The marker indicates the simulated value of each model, and model ranges are shown in gray shades.
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and this was primarily due to data assimilation for PM2.5. These dis-
crepancies highlight the need for further refinement in model chemical 
processes and data assimilation techniques to improve simulation ac-
curacy across different atmospheric conditions.

Jordan et al. (2020) and Travis et al. (2022) explored the challenges 
in accurately simulating PM2.5 concentrations during high pollution 
periods with atmospheric models, focusing on the KORUS-AQ campaign. 
Jordan et al. (2020) identified significant discrepancies in the 
GEOS-Chem model’s ability to simulate the chemical composition of 
PM2.5, noting an underestimation of sulfate and an overestimation of 
nitrate due to missing heterogeneous chemistry in aerosol liquid water 
and an incorrect representation of nighttime chemistry. Travis et al. 
(2022) attributed the overestimation of nitrate concentrations to several 
key model failures, including the overestimation of daytime nitric acid 
levels, the incorrect representation of nighttime chemistry, and an 
overly shallow and insufficiently turbulent nighttime mixed layer. These 
inaccuracies exacerbated the model’s inability to simulate the buildup of 
PM2.5 during haze pollution events.

The WRF_GC model tended to overestimate nitrate and ammonium 
concentrations, which do not vary between day and night (Fig. S7). An 
overestimation of OM was predominantly observed at night. In contrast, 
the CMAQ_G model tended to overestimate OM during the day. Several 
studies (Jeong and Kim, 2021; Schnell et al., 2018) have suggested that 
underestimating the PBLH could contribute to nighttime over-
estimations. In this respect, the YSU scheme underestimates nighttime 
PBLH compared to other PBL schemes (Fig. S8). The characteristics of 
the various PBL schemes and their differences are detailed in the study of 
Liu et al. (2023). Therefore, using different PBL approaches could 
improve simulations of high nighttime concentrations, the simulated 
nighttime concentration levels varied across models despite all models 
using the same YSU scheme, indicating that other factors may play a 
more significant role than the PBLH. This suggests that differences in the 
chemical processes within each model are particularly influential. As a 
considerable amount of research on atmospheric chemical processes has 
been covered in preceding studies, this section examines the roles of 
various meteorological factors.

Fig. S7 illustrates the diurnal variations in PM2.5 components 
observed at Olympic Park. The observational data indicate increases in 

the concentrations of all substances from 00:00 to 08:00 KST, which 
were successfully simulated by the model ensemble. However, as pre-
viously mentioned, the observational results for Korea revealed that the 
models did not accurately simulate the decrease in concentration during 
nighttime. Due to several factors, diurnal variations in pollutants can 
differ significantly between specific regions and the broader country. 
Local emission sources, such as traffic and industrial activities, create 
distinct diurnal patterns, especially in urban areas with pronounced 
peaks during rush hours. Meteorological conditions, including wind 
patterns and temperature inversions, influence pollutant dispersion 
differently in various regions (Dominick et al., 2012; Lennartson et al., 
2018). Uniform temporal patterns applied nationally in air quality 
models can lead to discrepancies, as this approach fails to accurately 
capture local variations. Conversely, applying urban patterns to these 
models may not accurately reflect nationwide changes. Although 
diurnal pollutant patterns can differ due to factors such as local emis-
sions, meteorological conditions, and emission patterns, further 
research is needed to explain the differences in diurnal patterns between 
the region and the country observed during this campaign.

When comparing chemical components, the variations among 
models were even greater than those observed when comparing total 
mass concentration, especially for high-concentration periods. Fig. 8 and 
Table 6 show scatter plots and statistics reflecting differences between 
the ground observations and model results.

During the campaign, the CMAQ model generally simulated PM2.5 
concentrations well, but it underestimated them during high- 
concentration periods. This underestimation is likely due to biases in 
the meteorological model (WRF), particularly inaccurate precipitation 
events. The model showed that significant precipitation occurred during 
the high concentration period (Fig. S9(a)), but no actual precipitation 
was observed. Excluding the high concentration period, MB for PM2.5 
concentrations improved from − 2.28 μg/m3 to − 0.68 μg/m3, and the 
NMB improved from − 9.26% to − 3.51%.

In the case of CMAQ and CMAQ_G, the NO3
− concentration was 

underestimated, with RMSE values of 8.85 μg m− 3 and 9.35 μg m− 3, 

respectively. This underestimation is also attributed to the model’s 
inability to accurately simulate the heterogeneous chemical reaction of 
nitrate during the high concentration period. When the model 

Fig. 7. Time series of simulated and observed concentrations of PM2.5, NO3
− , SO4

2− , NH4
+, OM, and EC observed daily at Olympic Park in Seoul, Korea. The black and 

red lines represent the observed and ensemble simulated values, respectively. The marker indicates the simulated value of each model, and model ranges are shown 
in gray shades.
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performance was evaluated after excluding the high concentration 
period, the RMSE values improved to 4.52 μg m− 3 and 4.86 μg m− 3, 
respectively, which were half of the RMSE of the entire campaign 
period. Nonetheless, NO3

− was still underestimated by CMAQ and 
CMAQ_G (MB; − 2.15 μg m− 3 to − 2.81 μg m− 3), and this can be attrib-
uted to a variety of causes. One possible explanation is that during the 
campaign period, relative humidity (RH) was rather underestimated by 
the WRF models, as shown in Fig. S9(b). This underestimation of RH 
may have led to lower of NO3

− , SO4
2− , and NH4

+ compound production 
rates (Sun et al., 2022). Additionally, uncertainties in the chemical 
mechanism of the current CMAQ model for secondary inorganic pro-
duction, including missing or inadequately represented heterogeneous 
reactions, along with uncertainties in NOX and NH3 emissions, could be 
responsible for this discrepancy (Kong et al., 2020; Qiao et al., 2015; 
Shimadera et al., 2014; Xie et al., 2022; Zheng et al., 2020).

For OM, all the models and the ensemble results simulated the 
observed values quite well. While CMAQ_G overestimated OM 
compared to observations, the RMSE values improved from 4.13 μg m− 3 

to 2.54 μg m− 3, excluding high concentration periods (Table 6 and 
Table S1). The observed concentrations of OM in the PM2.5 samples 

ranged from 1.56 to 13.62 μg m− 3 (with a mean of 6.74 ± 2.65 μg m− 3) 
during the campaign period, as averaged OM constituted approximately 
27% of the total PM2.5 mass. According to Hussein et al. (2022), the 
observed concentrations of annual mean OM in Asia are 5.9 ± 2.8 μg 
m− 3. While the ratio of OM to PM2.5 (27%) was slightly higher than that 
observed in other Asian cities, such as Shanghai at 18% during 
2006–2007, Beijing at 23% in 2000, and Amman at 13% during 
2018–2019 (Hou et al., 2011; Hussein et al., 2022), notably, both 
observed OM concentrations and those modeled in this study were 
comparable to those recorded in other studies.

However, all models overestimated EC, with MB values ranging from 
2.34 μg m− 3 to 4.92 μg m− 3, which were even higher than the observed 
concentrations during the campaign period (from 0.17 to 1.68 μg m− 3 

with a mean of 0.95 ± 0.37 μg m− 3). Moreover, the observed concen-
trations of annual mean EC in the Asian region were reported as 1.7 ±
1.1 μg m− 3 according to a previous study (Hussein et al., 2022). This 
huge discrepancy in EC concentrations is mainly attributed to the 
overestimation of EC emission amount in the SIJAQv2 inventory. Pri-
mary sources of EC include direct emissions from mobile sources and 
biomass burning. Overall, EC emissions from the Korean Peninsula have 

Fig. 8. Scatter plots of simulated and mean concentrations of NO3
− , SO4

2− , NH4
+, OM, and EC recorded daily at Olympic Park in Seoul, Korea.
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been declining since 2016, according to KORUSv5 and SIJAQv2 emis-
sions. However, EC emission amounts near Olympic Park, where an 
intensive monitoring station was located for this study, were approxi-
mately 3.2-fold higher than average amounts for the Korean peninsula. 
The abnormally elevated EC emissions in the SIJAQv2 inventory are 
likely due to unusual emission sources, such as the temporary con-
struction activities in this area in 2018. Although the SIJAQv2 inventory 
was based on data from 2018, the GMAP/SIJAQ campaign in this study 
was conducted in 2021. Therefore, it can be concluded that an over-
estimation of EC occurs in all models utilized.

Overall, variations in the aerosol composition were more significant 
among the models than those of total PM2.5 concentration, and such 
variations were particularly evident during the higher concentration 
period. Notably, inadequacies in the simulation of meteorological vari-
ables, such as precipitation, relative humidity, and PBLH, led to 
increased uncertainty in the simulation of pollutant concentrations. 
Similar to the findings in Section 3.2, the collective performance of the 
ensemble result was superior, and the simulation for all aerosol chemical 
compositions, with the exception of EC, was also remarkable.

4. Conclusions

An intensive field campaign, GMAP/SIJAQ 2021, was conducted in 
Korea from October to November 2021 to advance the development of 
the GEMS algorithm, ensure the accuracy of its products, and enhance 
our understanding of air pollution on the Korean Peninsula. Air quality 
forecasting by five different CTMs was utilized to plan the observation 
schedule for the campaign. In this study, the performance of five 
different CTMs (and their ensemble) was assessed using intensive mea-
surement data during the campaign period to understand the charac-
teristics of each CTM and identify their strengths and limitations in 
simulating air quality.

To assess the impact of meteorological input data on CTM accuracy, 
we conducted simulations using two different meteorological datasets, 
GFS and FNL. The results indicated that the model’s performance in 
predicting PM2.5 and O3 concentrations significantly improved when 
utilizing FNL data, with R-values ranging from 0.84 to 0.94 for PM2.5 
and 0.77 to 0.83 for O3. Moreover, the model even more accurately 
captured high-concentration events, whereas it tended to overestimate 
O3 levels (NMB: 4%–11%) with the FNL data compared to that observed 
with the GFS data.

The performance of ensemble simulations in this study was 
compared to that using previous KORUS-AQ 2016 campaigns, and an 
improvement was noted. The temporal correlation for total mass con-
centrations of PM2.5 increased from 0.88 to 0.94. Notably, the spatial 
correlation for PM2.5 and O3 improved from 0.17 to 0.41 and 0.55 to 
0.67, respectively. Additionally, the NMB for NO2 decreased from − 27% 
to − 7%.

However, all participating models persistently underestimated CO 
concentrations, which is consistent with the KORUS-AQ results. Ac-
cording to the ensemble model results, the NMB value was − 55%, even 
though the model accurately simulated the temporal variation with an 
R-value of 0.91.

The ensemble model results were found to reproduce the chemical 
composition of PM2.5 well despite significant differences among the 
models. CMAQ and CMAQ_G models underestimated the NO3

− concen-
trations with NMB values of − 47% and − 56%, respectively, whereas the 
WRF_GC model significantly overestimated the NO3

− and NH4
+ concen-

trations, with NMB values of 108% and 101%, respectively. These dif-
ferences may be due to inaccurate meteorological inputs, unexpected 
precipitation, and low RH, which led to an underestimation of NO3

−

concentrations, and a low level of nighttime PBLH resulted in an over-
estimation of NO3

− and NH4
+ concentrations. During the entire campaign 

period, all models overestimated EC by a factor of 2–5. This can be 
attributed to the unusual EC emission levels relating to construction 
activities near Olympic Park in 2018, which is the reference year of the 
SIJAQv2 inventory.

Based on a general evaluation of model performance, these intensive 
campaigns not only help to understand the current air pollution status 
on the Korean Peninsula, but they also play a major role in guiding CTM 
performance improvements. The study highlights the importance of 
accurate meteorological model results, uncertainties in emission in-
ventories, particularly for CO and EC, and the critical role of the tem-
poral allocation of emissions. By addressing these issues, the models 
would provide more accurate simulations of pollutant concentrations, 
thereby contributing to more effective air quality management 
strategies.
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Table 6 
Performance evaluation of the four types of models and their ensemble by 
comparing the simulated concentration to the measured values for PM2.5, NO3

− , 
SO4

2− , NH4
+, OM, and EC at Olympic Park in Seoul, Korea. Values in the bracket 

represent the average observations for each pollutant.

Pollutants Model R RMSE MB NMB 
(%)

IOA

PM2.5 

(24.61 μg m− 3)
CMAQ 0.82 12.68 − 2.28 − 9.26 0.83
CMAQ_G 0.90 10.81 6.19 25.14 0.93
CAMx 0.76 23.13 18.16 73.76 0.73
WRF_GC 0.63 21.98 11.51 46.76 0.73
ENSEMBLE 0.80 13.39 5.4 21.93 0.86

NO3
¡

(8.65 μg m− 3)
CMAQ 0.80 8.85 − 4.07 − 47.06 0.68
CMAQ_G 0.88 9.35 − 4.83 − 55.78 0.64
CAMx 0.81 6.91 2.67 30.87 0.87
WRF_GC 0.72 13.29 9.36 108.16 0.73
ENSEMBLE 0.84 6.34 0.70 8.14 0.87

SO4
2¡ (3.25 μg 

m− 3)
CMAQ 0.76 2.13 − 1.33 − 40.84 0.66
CMAQ_G 0.89 1.11 − 0.02 − 0.74 0.93
CAMx 0.78 1.57 0.24 7.37 0.88
WRF_GC 0.66 1.86 0.08 2.61 0.80
ENSEMBLE 0.87 1.24 − 0.27 − 8.25 0.90

NH4
þ

(3.23 μg m− 3)
CMAQ 0.83 2.48 − 1.24 − 38.52 0.74
CMAQ_G 0.93 2.21 − 1.10 − 34.00 0.80
CAMx 0.83 2.21 1.20 37.13 0.88
WRF_GC 0.74 4.48 3.24 100.52 0.71
ENSEMBLE 0.87 1.73 0.50 15.43 0.91

OM 
(6.74 μg m− 3)

CMAQ 0.79 2.67 − 1.93 − 28.67 0.8
CMAQ_G 0.83 4.13 0.79 11.8 0.76
CAMx 0.88 1.33 − 0.38 − 5.59 0.93
WRF_GC 0.62 2.96 0.76 11.22 0.74
ENSEMBLE 0.85 1.86 − 0.2 − 3.04 0.9

EC 
(0.95 μg m− 3)

CMAQ 0.73 5.32 4.92 517.53 0.11
CMAQ_G 0.65 3.64 3.22 338.66 0.16
CAMx 0.72 4.71 4.39 462.11 0.13
WRF_GC 0.54 2.81 2.34 246.59 0.19
ENSEMBLE 0.70 4.06 3.72 391.18 1.14
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GEMS Geostationary Environment Monitoring Spectrometer
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GIST Gwangju Institute of Science and Technology
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KORUS-AQ Korea–United States Air Quality
MB Mean Bias
MEGAN Model of Emissions of Gases and Aerosols from Nature
MARGA Monitor for Aerosols and Gases
MAX-DOAS Multi-axis Differential Optical Absorption Spectrometer
NCEP National Center for Environmental Prediction
NIER National Institute of Environmental Research
NMB Normalized Mean Bias
OM Organic matter
PBLH Planetary boundary layer height
RH Relative humidity
RMSE Root Mean Square Error
SOA Secondary organic aerosols
SMA Seoul Metropolitan Area
VOCs Volatile Organic Compounds
WRF Weather Research and Forecasting
WSM5 WRF Single Moment 5-class
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