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1. Introduction
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To solve the limitations of complexity and repeatability of existing broadcast filming systems, a new broadcast filming system was
developed. In particular, for Korean music broadcasts, the shooting sequence is stage and lighting installation, rehearsal, lighting
effect production, and main shooting; however, this sequence is complex and involves multiple people. We developed an
automatic shooting system that can produce the same effect as the sequence with a minimum number of people as the era of
un-tact has emerged because of COVID-19. The developed system comprises a simulator. After developing a stage using the
simulator, during rehearsal, dancers’ movements are acquired using UWB and two-dimensional (2D) LiDAR sensors. By
inserting acquired movement data in the developed stage, a camera effect is produced using a virtual camera installed in the
developed simulator. The camera effect comprises pan, tilt, and zoom, and a camera director creates lightning effects while
evaluating the movements of virtual dancers on the virtual stage. In this study, four cameras were used, three of which were
used for camera pan, tilt, and zoom control, and the fourth was used as a fixed camera for a full shot. Video shooting is
performed according to the pan, tilt, and zoom values of the three cameras and switcher data. Only the video of dancers
recorded during rehearsal and that produced by the lighting director via the existing broadcast filming process is overlapped in
the developed simulator to assess lighting effects. The lighting director assesses the overlapping video and then corrects parts
that require to be corrected or emphasized. The abovementioned method produced better lighting effects optimized for music
and choreography compared to existing lighting effect production methods. Finally, the performance and lighting effects of the
developed simulator and system were confirmed by shooting using K-pop using the pan, tilt, and zoom control plan, switcher
sequence, and lighting effects of the selected camera.

are tired of the pandemic restrictions [5]. However, with
the un-tact era, online performances can be viewed and

In today’s COVID-19 pandemic era, un-tact cultures have
emerged to prevent the spread of the virus rather than
human-to-human contact [1]. Consequently, un-tact cul-
tures such as telecommuting, video conferencing, and online
ordering have become entrenched in our lives [2]. These un-
tact cultures have significantly influenced cultural lives, par-
ticularly sports and performances. Performances such as
concerts, musicals, and plays have been performed non-
face-to-face via online broadcasting. In the case of sports,
games are played without spectators, but online broadcasts
are made possible via various Internet platforms [3, 4].
Online performances and broadcasts have a significant
impact on people’s emotional care, particularly those who

enjoyed while working at home, and then access to these
performances has increased because they can be viewed at
a lower cost than offline performances [6]. However, techni-
cal aspects such as sound and emotion that can be perceived
in the field are inevitably reduced. In the case of a camera,
e.g., the audience cannot experience stage feelings because
they rely on the installed camera to watch the performance.
Furthermore, although the ticket price has reduced, the
number of workers mobilized for both offline and online
performances is barely reduced, resulting in economic loss
to producers [7-9]. To compensate for these limitations,
many broadcasting stations or research teams are developing
and using automatic camera shooting systems such as
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camera system, calibration, pan, tilt, and zoom control
methods [10-15]. In particular, for reality entertainment
and sports broadcasts such as the Olympics, cameras are
attached to robots or control assistance systems [16, 17]
capable of pan, tilt, and zoom to automatically take videos,
thus replacing camera persons [18-24]. However, this shoot-
ing technology simply tracks a person or controls a camera
using a remote control device such as a joystick, and there
is a limit to performing or broadcasting using only this tech-
nology [25, 26]. Furthermore, because the above system sim-
ply controls a camera to be used in a performance, it is
limited in broadcasting tasks requiring various broadcasting
systems such as a switcher, music, lighting, and other sys-
tems. To compensate for these limitations, we developed
an automatic filming system that can produce the same
shooting results as existing offline performances or broad-
casting systems using a minimum number of people in a
pandemic era. The developed system can control and pro-
duce everything from rehearsal to sound, shooting, and
lighting. The developed system comprises four parts, as
shown in Figure 1.

First, there is a stage calibration part that creates a virtual
stage using a simulator based on an actual stage. Second,
there is a movement acquisition unit that acquires the move-
ment of actors on stage through rehearsal. Third, there is a
simulator unit that uses the obtained movement data to cre-
ate a camera operation plan using the simulator. Fourth, the
video of dancers taken during rehearsal is overlapped with
the video shot only with the lighting effect on an empty
stage, and this overlapped video is used to assess the lighting
effect. Finally, our system comprises an integration control
part that transmits and controls simulator data produced
above to actual hardware. The system’s abovementioned
parts were developed to be controlled in one integrated con-
trol system program using UNITY. The developed system
imitates the existing Korean music broadcasting sequence.
The general order of stage equipment setting, rehearsal,
lighting effect production, and the main shooting was
followed. The song used for verification was a song called
Red Velvet’s Red Flavor among K-Pop, and amateur dancers
were used for choreography.

The whole system is configured as shown in Figure 2,
and all hardware is controlled through the simulator imple-
mented as UNITY in the Main PC. First, after installing the
camera, UWB, 2D LiDAR, and lighting, set the camera posi-
tion and stage through the calibration process. After the
hardware setup is complete, rehearsal proceeds. When con-
ducting rehearsals, UWB and 2D LiDAR are used to obtain
the movement lines and IDs of the dancers. Using the
obtained movement data, the user creates a plan for pan, tilt,
and zoom of the camera. When the camera control plan is
completed, set up a switcher plan for screen switching. In
addition, the user plans the lighting effect while watching
the video recorded during the rehearsal. When the lighting
effect plan is completed, only the lighting effect is filmed
again on the empty stage, and then the rehearsal video and
the lighting video are overlapped. The user corrects the light-
ing effect at the timing when correction or emphasis is
needed while rechecking the overlapped image. Finally,
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FiGure 1: Composition of the developed integrated broadcasting
control system to operate the existing shooting system in one
program.

when the lighting effect plan is completed, the main shooting
begins. The main PC controls not only the start signal but
also all hardware necessary for the main shooting. When
the main shooting starts, the 2D LiDAR checks the positions
of the dancers and compensates if they are outside the set
error range and controls the dancers to be located in the cen-
ter of the screen as much as possible. The above contents are
written in detail for each part below.

2. Materials and Methods

2.1. Stage Calibration and Human Data. In general, the first
step in music broadcasting is to set up the stage. The location
of the camera and lighting is determined as per the size and
shape of the stage, and so stage installation is performed
first. In this study, lighting, cameras, and the stage size and
shape were determined by a general director. The audito-
rium in the school served as the stage, and only the size of
the stage section to be used was specified. The shape of the
stage to be used for filming was rectangular.

First, install UWB anchors in a square shape at the cor-
ners of four sides of the stage, as shown in Figure 3(a). Then,
install the camera in the desired location. Then, install the
two-dimensional (2D) LiDAR sensor in the center of the
stage. In this study, four cameras were used, three of which
were combined with the pan tilt unit (PTU) to control the
pan-tilt-zoom configuration. Because the remaining camera
is a fixed camera for full shot, and no PTU is installed. After
installing the cameras and 2D LiDAR sensor, as shown in
Figure 4(a), measure the size of the stage using a laser range
finder. After the stage measurement, the distance and angle
from each vertex of the stage to all cameras and the 2D
LiDAR sensor are measured and input into the simulator
to simulate the virtual stage and cameras, as shown in
Figure 3(b). The camera position was calculated using a sim-
ple trigonometric function and Euclidean distance equation
using the stage coordinates and the angle between the stage
and the cameras [27, 28].

After the completion of the camera and sensor installa-
tion, as well as the virtual stage and camera installation in
the simulator are completed, dancing rehearsal is performed
to acquire the dancers’ movement. Two sensors were used to
acquire the dancers’ movement. The sensors used were a
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FIGURE 3: (a) Coordinate system diagram of laser measuring instrument and camera for calibration, (b) measuring distance and angle of
camera using laser distance and angle meter. Installation of a laser meter on stage (left) and a laser meter measuring the distance and

angle of camera (right).

UWB sensor and a 2D LiDAR sensor. For each sensor, Dec-
awave’s MDEK1001 Development Kit and SICK’s LMS101-
10000 model were used. The first sensor is a UWB sensor
for identifying actors. Because each UWB sensor has a
unique ID, it is optimal for identifying multiple actors on a
stage. Furthermore, although the UWB sensor provides loca-
tion data, such data are not used for obtaining the move-
ment line in this study because the movement error is
10cm [29, 30]. However, if there is a loss of position data
obtained using the 2D LiDAR sensor, the location data were
used for correction. Due to the limitations of UWB error,
many studies are being conducted on the fusion of UWB
and Lidar sensors [31-33]. A UWB sensor is attached to
the shoulder of the vest; during rehearsal, actors wear the
sensor-attached vest (Figure 4(b)) for identification while
performing on stage. As the second sensor, a 2D LiDAR sen-

sor is used to acquire the movement of actors [34, 35]. A 2D
LiDAR sensor is installed at the center of the stage to acquire
the movement of actors on the stage. The 2D LiDAR sensor
was installed 1 m above the stage floor such that actors could
be scanned from the pelvis to the waist. Furthermore, when
actors overlap back and forth or disappear from the scan-
ning area, making it difficult to acquire actor movement
data, the location data obtained using the UWB sensor are
used to compensate for the actor movement data loss. More-
over, for position data compensation, the coordinate system
of the 2D LiDAR sensor was synchronized with that of the
UWB sensor. After acquiring the actor movement data, data
filtering was performed using the curve fitting method,
which is a data post-processing method. The final acquired
movement data are input to the simulator and loaded on
the already created virtual stage.
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FIGURE 4: Hardware settings used in this study, (a) A PTU for controlling pan and tilt and a 4K camera for video recording. An
environment in which PTU + camera and 2D LiDAR sensor are installed in front of the stage to acquire movement data and correct
movement errors of actors, (b) 22 lights and UWB anchor for identification installed on the stage. A UWB tag in the form of a vest.

2.2. Simulator. When the movement data of actors acquired
via the virtual stage and rehearsal are loaded in the simula-
tor, the editor or director creates a camera plan based on
their experience. The camera plan comprises two parts.
The first part is to control the camera’s pan, tilt, and zoom
configurations, and the second creates a switcher plan that
selects the camera from which the video is transmitted
among multiple cameras.

The camera plan generation part creates a camera plan
by changing the pan, tilt, and magnification configurations
of the camera as desired while watching the rehearsal video
and the movements of actors on the virtual stage for each
camera in the simulator. The camera plan was developed
such that keyboard and joystick users can use our developed
system conveniently. Because the movement data acquired
during rehearsal is 2D data, it is difficult to create a tilt plan
to create a camera plan by only simulation. To compensate
for these limitations, as shown in Figure 5, the actual

Pan: 000 Tit: 000 Zoom: 0.00
Frame : 1749 Time : 0058

FIGURE 5: Camera and switcher plan authoring simulator to which
rehearsal video and acquired movement data were applied on the
virtual stage.



International Journal of Digital Multimedia Broadcasting 5

(a)
Human_1 Human_2 Human_3

8 8 8

74 7 4 74

6 6 6

51 51 51

4 A 44 4

34 3 3

2 T T T T T T T 2 T T T T T T T 2 T T T T T T T

Human_5 Total
8 8 8
7 - 7 - 74
6 64 6
51 5 5
41 4 4
31 3 34
2 T T T T T T T 2 T T T T T T T 2 T T T
2 3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 10 2 4 6 8 10
Human_5 Human_4
® Human_1 Human_4
® Human_2 ® Human_5

©® Human_3
(®)

FIGURE 6: (a) Five dancers whose movement data are obtained during rehearsal. (b) Final obtained movement data of each dancer.
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FIGURE 7: (a)-(c) A scene producing the pan, tilt, and magnification configuration of cameras No. 1-3 using the simulator. (d) A view of
switching production, as shown in four cameras at the upper left corner.
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FIGURE 8: Magnification value that changes as per the distance
between two people and the tracking result as per the movement
of two people (left: simulator, right: actual video).

rehearsal video was played in sync with the simulator stage.
While watching the actual rehearsal video, the director will
be able to assess when to tilt the camera and create a tilt
plan. A preset function was developed for the convenience
of the producer’s camera plan. Preset functions include
close-up, bust shot, waist shot, knee shot, and full shot that
track one person. Each shot tracks the actor selected by the
creator, and the camera’s pan, tilt, and zoom can be changed
as per the type of shot. In particular, if two actors are
selected to shoot through the group shot preset, a scene
can be created in which the camera’s pan, tilt, and zoom
change as per the movement of the two actors. After creating
each camera’s pan, tilt, and zoom plans, a camera switcher
plan for video transmission is finally created. The producer
selects the scene in which the video will be finally transmit-
ted in units of time or frame while watching the camera plan
simulation of four cameras. The producer can switch cam-
eras at any time or frame, and it is possible to modify the
switcher plan. Finally, the pan, tilt, zoom, and switcher
values of the planned cameras are transmitted to the Unity
program. The produced data is loaded from the Unity-
based broadcasting control system and prepared to control
the camera, PTU, lighting control panel, switcher (Blackma-
gic ATEM 1 M/E Advanced Panel and Blackmagic ATEM
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FiGUure 9: Comparison of video shot by an actual camera operator
and that using the developed system.

1 M/E Production Studio 4k), and recording equipment
(Blackmagic Duplicator 4 k and Blackmagic HyperDeck Stu-
dio 4k Pro) at the same time.

2.3. Camera Control. The pan, tilt, and magnification values
of each camera produced using the simulator are transmitted
to the camera for PTU and magnification control for each
pan and tilt control as per the command of the primary pro-
gram. FLIR’s D-100E product was used for PTU, and Sony’s
Z-280 was used for the cameras. PTU was fixed and seated
on a tripod, and the camera was fixedly installed on PTU.
The movement of PTU is based on the camera’s pan and tilt
values obtained using the simulator. However, the above-
mentioned values are the movement data obtained through
the existing rehearsal. Therefore, when the primary perfor-
mance is filmed using the abovementioned data, an error
occurs between the obtained values and actual filmed image
unless the actor behaves exactly as in the rehearsal. To solve
the abovementioned limitation, actor position data obtained
using the 2D LiDAR sensor were used for compensation.
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FIGURE 10: A graph comparing videos taken by camera operator and developed system.
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FiGure 11: Simulator technology that can evaluate lighting effects by overlapping rehearsal and simulated videos.

When an error occurs by comparing the already acquired
movement data with the current 2D LiDAR sensor data,
the current 2D LiDAR sensor data are used to minimize
the error of the captured image.

2.4. Light Control. In existing music broadcasting programs,
the lighting director produces lighting effects by listening to
music, and the lighting effects produced are based on his or
her experience. Because this method creates lighting effects
only through the director’s experience and listening to
music, these effects do not consider the movement of actors.
To overcome this limitation, the lighting production method
of the developed system first produces lighting effects while
watching the video filmed during rehearsal. Second, the
lighting effect produced is played on an empty stage and
video. Third, lighting effects with dancers are simultaneously

assessed by overlapping the rehearsal and lighting videos in
the simulator. After the assessment, the lighting director
can repeatedly modify the parts that require to be corrected
such that lighting effects can be created in more detail than
with the existing lighting production method.

3. Results and Discussion

3.1. Stage Calibration and Human Data. The calculated stage
and camera positions were compared with the actual values,
which were measured using a laser angle and distance mea-
suring device. The position of the camera from the origin of
the stage was measured as X, Y, and Z coordinate values
using a laser measuring device. The comparison results dem-
onstrate that only an average error of 3-5 cm occurred; thus,
the abovementioned value is not unsuitable for imaging. Five
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FIGURE 12: A captured image of a lighting effect comparison video modified using the existing lighting effect and overlapping technology.

dancers danced to the music of Red Velvet’s Red Flavor, one
of K-pop, and the dancers’ movement data were acquired.
The music is 3min and 25s long, and while dancing to the
music, the five dancers wore UWB-attached vests, and their
identification and movement lines were obtained using the
2D LiDAR sensor. The movement data comprise an ID
and X and Y coordinates for each dancer and are stored at
a cycle of 30 Hz. The stored movement data are filtered using
a data post-processing method, i.e., curve fitting, to realize
cleaner movement data, as shown in Figure 6.

3.2. Simulator. The movement data acquired during the
rehearsal using the UWB and 2D LiDAR sensors and the
calculated positions of the stage and cameras were trans-
ferred to the virtual stage of the developed simulator. In this
study, four cameras were used, three of which were used to
control the camera pan, tilt, and magnification configura-
tions, and the fourth was installed farthest from the center
of the stage and used as a fixed camera for the full shot.
Directly in the simulator, the director plans by watching
the characters on the simulator move the pan, tilt, and zoom
of each camera in chronological order in the simulator as

shown in Figures 7(a)-7(c). Because the camera used for
the full shot does not control the camera pan and tilt, the
director sets the magnification value to the desired view by
setting only the magnification.

When the pan, tilt, and magnification plans of all cameras
are completed, the last switcher task is performed. The
switcher task determines which four cameras to use as final
output images over time, as shown in Figure 7(d). Finally,
when the switcher task is completed, data, including the pan,
tilt, and magnification values for each camera and the switcher
values, are extracted, and these data are then used for camera
control. The video in Figure S1 shows the camera top view of
three cameras, the plan of the switcher, and the actual
comparison video taken on the basis of the simulator and
the simulator. Furthermore, in the simulator, a preset
function was developed such that a user could easily move
the cameras. The developed preset functions comprise close-
up, bust shot, waist shot, knee shot, full shot tracking one
person, and group shot tracking group. In particular, the
group shot is a preset function created to emphasize the
advantages of the developed system. It was developed to
zoom in or out in response to the movements of the two
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TaBLE 1: Questionnaire for user evaluation of simulators and automatic shooting systems.

The followmg isa qusestlonnalre’ )for user evaluation of “simulator St.rongly Yery Disagree Neutral Agree Very Strongly
and automatic shooting system disagree disagree agree  agree
The simulator helped create the performance 1 2 3 4 5 6 7
Th.e information provided by the simulator is accurate and 1 ) 3 4 5 6 7
reliable
After using the simulator was more helpful in writing the camera
1 2 3 4 5 6 7
plan than before
The virtual environment provided by the simulator did not have
S 1 2 3 4 5 6 7
a sense of heterogeneity in use
If the automatic shooting system and simulator are activated, it
. . 1 2 3 4 5 6 7
will be helpful for stage authoring
The movements of the dummy in the simulator were sufficient to
1. 1 2 3 4 5 6 7
grasp and utilize the stage contents
The simulator seems to be easy for even first-time users 1 5
The camera control plan using the simulator gave satisfaction 1 4 5
Simulator and automatic shooting system can be recommended
1 2 3 4 5 6 7
to people
I am willing to use the simulator and automatic shooting system ] ) 3 4 5 6 7
again
The simulator provided an experience that could replace the
1 2 3 4 5 6 7
performance of an actual performer
The video made with the simulator was natural, and there was 1 ) 3 4 5 6 7
no sense of difference with the video taken by a real person
The shooting method using the simulator is more convenient
0. . 1 2 3 4 5 6 7
than the existing shooting method
The simulator UI is convenient to use 1 4 5
The simulator UI responded quickly 1 4 5
The simulator UI worked as intended 1 5
Other comments
Affiliation Career Responsibilities

selected dancers and to enable tracking. As shown in Figure 8,
the magnification value that changes as the distance between
two people changes can be evaluated using the group preset
function. Moreover, it was developed such that the camera
automatically tracks the movement of two people. The video
in Figure S2 shows the simulator work scene using presets,
the simulation video made using group shots among the
presets, and the comparison video actually shot.

As future work, we plan to add more various presets and
camera shooting techniques by reflecting the experiences of
camera directors. In addition, we think that users should
consider the system environment and interface, etc., that
are easier and more immersive for users to create camera
plans and stages using the simulator. In particular, if the die-
getic design, which has been widely used in VR or games, is
used, it is expected that it will become a more realistic sim-
ulator because users can give the effect of composing a cam-
era plan and stage in an actual studio [36, 37].

3.3. Camera Control. The pan-tilt-magnification value of
each camera according to time was created in the simulator
operates as per the start signal of the integrated control sys-
tem. The pan-tilt-magnification configuration of the camera
is controlled on the basis of the pan-tilt-magnification data

created in the simulator. However, the position of an actor
on stage during rehearsal and that in the actual performance
cannot exactly match. Therefore, an error is bound to occur
in the image taken using only the simulator data. To solve
this limitation, in this study, the position error of the actor
was corrected using 2D LiDAR sensor data during this per-
formance. All cameras were calibrated to be positioned at
the center of the actor using data acquired using the 2D
LiDAR sensor. To confirm the result of the correction, the
movement data in the left and right directions on the stage
were obtained. One camera was made to follow the person
in the simulator using the acquired movement data. The
person was tracked using the camera plan produced in the
simulator and 2D LiDAR sensor correction. Furthermore,
the performance of a camera operator with more than five
years of experience was compared with the existing system
using the same camera to capture the same movement at
the same location, as shown in Figure 9. In Figure S3, in
more detail, the camera operator and the developed system
show a comparison video recorded by tracking a person
moving on the same course.

For quantitative comparison of the tracking degree of the
captured videos, it was determined whether the human was
well positioned in the center of the screen. As an evaluation
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TaBLE 2: Questionnaire for user evaluation of light overlay.

The following is a questionnaire for user evaluation of “light

Strongly

Very Very Strongly

overlay system” disagree disagree Disagree Neutral Agree agree  agree
The use of video overlays was helpful for editing and
. o . 1 2 3 4 5 6 7
supplementing lighting authoring
Th.e information provided by the video overlay is accurate and ] ) 3 4 5 6 ”
reliable
Using video overlays was helpful for lighting authoring 1 3 4
Using video overlays allowed me to focus on lighting authoring 1 3 4
If v1de9 overlays are enabled, it will be helpful for lighting 1 » 3 4 5 6 -
authoring
The video provided by the video overlay was sufficient to ] ) 3 4 5 6 ”
understand and utilize the content of the provided video
Video overlay seems to be easy even for first-time users 1 2 3 4 5 6 7
Video overlays gave me satisfaction with lighting authoring 1 2 3 4 5 6 7
You can recommend video overlays to people 1 2 3 4 5 6 7
I am willing to use video overlay again 1 2 3 4 5 6 7
The video provided as a video overlay provided an experience of
. 1 2 3 4 5 6 7
seeing the performance of real performers
The video provided by the overlay was natural, and there was no
. 1 2 3 4 5 6 7
sense of heterogeneity
The video overlay image provided an effect and environment
. 1 2 3 4 5 6 7
similar to the real stage
The video overlay UI is convenient to use 1 3 4
The video overlay UI responded quickly 1 3 4
The video overlay UT worked as intended 1 3 4
Other comments
Affiliation Career Responsibilities

method, the entire image was captured one per 100 frames
to determine how far the center of the body deviated from
the center of the screen. From the evaluation results, as
shown in Figure 10, the tracking performance of the devel-
oped system outperformed the camera operator by 36%.
Pixel is defined as the distance between the center of a per-
son’s body and the center pixel of the person’s image. Even
after evaluating the entire video, the video obtained by the
camera operator frequently appeared to deviate from the
center of the screen and sometimes even disappeared from
the screen. However, in the developed system, a person is
stably centered on the screen, and there is no case where a
person disappears from the screen.

3.4. Light Control. In the existing music broadcasting light-
ing effect production, only the lighting director creates the
lighting effect based on his/her experience and perception
while listening to music. Because this lighting effect does
not consider the movement and choreography of singers
or actors, it is insignificant. In particular, on a solo stage
or when it should be emphasized, it is difficult to create
a lighting effect by simply listening to music. To solve this
limitation, a lighting effect simulator was developed. The
developed lighting effect simulator first records videos of
dancers during rehearsal. Second, while watching and lis-
tening to the videos and music of the dancers filmed dur-

ing the rehearsal, lighting effects are created. Only after
the lighting director has created the lighting effects are
they recorded in the same manner. At this time, the cam-
era used during the rehearsal should have the same posi-
tion, angle, and magnification values as the camera used
during the rehearsal. Only the video of the recorded
dancers and the lighting effect are used to overlap the
two videos using the overlapping technology of the devel-
oped simulator, as shown in Figure 11.

The lighting director watches the overlapping video to
ensure that the dancers, music, and lighting are in good har-
mony. Then, the lighting effect in the areas that require cor-
rection or emphasis is corrected. The modified lighting effect
is re-shot and evaluated by overlapping with the rehearsal
videos of the existing dancers. The abovementioned series
of processes can be repeated as per the requirements of the
lighting director.

If the lighting effect is corrected using the lighting over-
lapping technology, many effects can be obtained, as shown
in Figure 12. Because the positions of the dancers are not
known, the lighting effect was produced broadly as shown
in the pictures before the overlap of Figures 12(a) to 12(d).
However, since the newly created lighting effect after the
overlap can know the positions of the dancers, it can be con-
firmed that more appropriate lighting effects are produced
by focusing the lighting on the positions where the dancers
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are standing. As described above, unlike the existing lighting
effect method that relies solely on music, lighting effects are
produced while watching the positions and choreography of
dancers using the overlapping technology, enabling the pro-
duction of more lively and colorful lighting effects. The
video in Figure S4 shows a comparison video before and
after overlapping.

3.5. User Evaluation. When the performance shooting was
tested, 5 camera directors and 5 lighting directors were
invited. Each director is a director with at least 5 to 12 years
of experience in each field. All the directors watched all the
filming in the order set in the simulator, actually dealt with
the simulator, and conducted the survey below (Tables 1
and 2). As for the survey, two surveys were prepared for
camera supervision and lighting supervision.

Each of the two surveys consisted of 16 items, with a
total score of 112 points. The camera directors did an
overall evaluation of the simulator and automatic shooting
system, and the lighting director did an overall evaluation
of the lighting overlay. First of all, the evaluation result of
the five camera directors recorded an average of 101.8
points out of 112 points. Overall, I gave high marks to
the UT and system configuration. However, they felt that
the image of the virtual stage consisting of a dancer and
a rectangle expressed on the virtual stage gave a sense of
different from reality in making camera plans, so most
of them gave lower scores than other items. As an addi-
tional opinion, it was said that the camera’s pan, tilt,
and zoom were in sync with the simulator and the actual
camera, so it was convenient to write a camera plan. In
addition, it was evaluated that it would be more effective
not only for performances but also for areas with a fixed
order such as news or home shopping.

The lighting director gave an average of 108.2 points out
of 112 points. Overall, I was very satisfied with the lighting
overlay technology. As an additional opinion, the existing
lighting effect production process only listens to music,
and the lighting director imagines and makes the lighting
effect. However, in the case of production using the lighting
overlay technology, it was evaluated that the work was easy
and appropriate effects could be produced because lighting
effects were made while viewing the video acquired through
rehearsal. In addition, it was evaluated as an advantage to be
able to experience the actual stage in advance using the light-
ing overlay effect.

4. Conclusions

A new system was developed to compensate for the limita-
tions of manual methods of rehearsal video recording, cam-
era control, switcher control, and lighting effect production
for broadcast shooting. The video in Figure S5 was taken
using the finally developed system. When shooting using
this developed system, shooting errors can be reduced by
up to one-fifth compared to the existing workforce while
maintaining or improving video quality. The developed
system is based on the production order of music
broadcasting in Korea. The developed system handles the
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pan, tilt, and magnification control plan of cameras and the
switcher control plan for screen switching using the virtual
stage based on the working table in the developed simulator
after acquiring the movements of dancers during rehearsal.
The abovementioned production process iteratively allows a
lighting director to easily add and modify an optimal
camera and switcher control plan. For lighting effect
production, only the rehearsal video of dancers recorded
during rehearsal and the video produced in advance by the
lighting director were overlapped. The lighting director
corrects the parts that require to be corrected through the
reconfirmation procedure of the overlapped video, and only
the lighting video is re-recorded and overlapped with the
existing rehearsal video to evaluate the modified lighting
effect. The abovementioned operations can be easily
repeated as desired by the lighting director to produce the
best lighting effects for the music. Based on the authored
data, when shooting this performance, all cameras and
switcher lighting are automatically directed and filmed.
Because the control plan of all cameras is created based on
the rehearsal during automatic video shooting, the positions
of dancers may change during the primary performance.
When this occurs, 2D LiDAR sensor position data are used
for real-time correction to place the actors in the center of
the current camera screen. Finally, the performance of the
developed system was confirmed by five amateur dancers
performing the song “Red Flavor” by Red Velvet among K-
pop. In the future, we plan to test and use the developed
system in various fields such as news or talk shows; we will
add a preset function to acquire high-quality videos.
Moreover, we are attempting to overcome several
shortcomings limiting online performances by increasing
the number of cameras of various types to convey as much
realism of the stage as possible.
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S1.See Supplemental Material Video 1 for further explana-
tion of Figure 7. S2. See Supplemental Material Video 2 for
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See Supplemental Material Video 4 for further explanation
of Figure 12. S5. See Supplemental Material Video 5 for
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