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ABSTRACT The Conformer has shown impressive performance for speech enhancement by exploiting
the local and global contextual information, although it requires high computational complexity and many
parameters. Recently, multi-layer perceptron (MLP)-based models such as MLP-mixer and gMLP have
demonstrated comparable performances with much less computational complexity in the computer vision
area. These models showed that all-MLP architectures may perform as good as more advanced structures, but
the nature of the MLP limits the application of these architectures to the input with a variable length such as
speech and audio. In this paper, we propose the cgMLP-SE model, which is a gMLP-based architecture
with convolutional token mixing modules and squeeze-and-excitation network to utilize both local and
global contextual information as in the Conformer. Specifically, the token-mixing modules in gMLP are
replaced by convolutional layers, squeeze-and-excitation network-based gating is applied on top of the
convolutional gating module, and additional feed-forward layers are added to make the cgMLP-SE module
a macaron-like structure sandwiched by feed-forward layers like a Conformer block. Experimental results
on the TIMIT-DNS noise dataset and the Voice Bank-DEMAND dataset showed that the proposed method
exhibited similar speech quality and intelligibility to the Conformer with a smaller model size and less
computational complexity.

INDEX TERMS Speech enhancement, local and global information, low computational complexity.

I. INTRODUCTION
Speech enhancement is one of the essential tasks in many
applications such as voice communication [1], speech recog-
nition [2], and speech emotion recognition [3]. The goal of
speech enhancement is to reduce the effect of background
noises in noisy speech signals while preserving speech
quality and intelligibility. Recently, deep learning-based
speech enhancement approaches have brought about sig-
nificant performance improvement by exploiting complex
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temporal-spectral dependencies in a data-driven way [4],
[5], [6]. One of the most successful approaches is the Con-
former [7], which consists of a multi-head self-attention
(MHSA) module [8] followed by a convolution module sand-
wiched by feed-forward networks. By employing both the
MHSA which is good at capturing long-term dependencies
and the convolution module which effectively considers local
contextual information, the Conformer has exhibited impres-
sive performance in speech recognition [7], speaker veri-
fication [9], speech enhancement [10], and separation [11]
while requiring many parameters and high computational
complexity.
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Recently, multi-layer perceptron (MLP)-based models
such as the MLP-mixer [12] and gMLP [13] have been
proposed and showed performances comparable to the
Transformer-based model utilizing MHSA modules in image
classification task [14] with less computational complexity.
Although these all-MLP structures showed the potential to
replace more advanced structures requiring heavy compu-
tation, the nature of the MLP may limit the application of
these models to the data with a variable length such as
speech signals. A block in the MLP-mixer [12] consists
of the token-mixing module aggregating information in the
tokens in each channel, which are frames when applied to
speech processing, and the channel-mixing module applying
MLPs across channels for each token. The gMLP block [13]
can also be interpreted as a combination of channel-mixing
and token-mixing modules in which the token-mixing mod-
ule works as a gating unit. In [15], four variations of the
gMLP are proposed to deal with data of variable length
for the speech recognition task. Two of the variations that
showed better performances were utilizing convolutional lay-
ers instead of linear layers in the token-mixingmodule, which
exhibited similar performance to Transformer-encoder [8].
While the convolutional layers can process variable length
sequences and capture short-term correlations in speech,
long-term contextual information may not easily be han-
dled by convolutional layers compared with MLPs. In [16]
and [17], MLP-based models were applied to speech or audio
signals of fixedmaximum length. A keyword spottingmethod
based on a structure similar to the MLP-mixer employing
the dynamic convolution [18] and the squeeze-and-excitation
network (SENet) [19] is proposed in [20]. However, it can
only be applied to the input with a fixed length as the 1 ×
1 convolution and SENet are applied to both the channel
dimension and the frame dimension.

To deal with speech signals of variable length while cap-
turing both global and local contextual information as in
the Conformer, we propose the cgMLP-SE, a gMLP-based
architecture with three modifications. Firstly, convolutional
token-mixing modules are employed as in [15] to process
variable-length data. Secondly, SENet [19] is applied on top
of the convolutional gating unit in the token-mixing module
to apply weights to channels considering the whole utterance,
which was shown to be effective in many researches [21],
[22], [23]. Lastly, an additional feed-forward network is
added as the first module of the proposed cgMLP-SE block to
make it similar to themacaron-like structure of the Conformer
to boost performance. As a result, the proposed cgMLP-SE
model considers local and global information like the Con-
former [7] with low computational complexity and small
model size thanks to the gMLP-like structure. We have
conducted experiments to compare the speech enhancement
performance of the proposed model with the models that
can deal with the sequence of an arbitrary length [11], [24],
[25], [26] and the variations of the MLP-based models [12],
[13] with the convolutional token-mixing modules. Exper-
imental results on the TIMIT-DNS noise dataset and the

FIGURE 1. Block diagram of the DeepMMSE framework for speech
enhancement.

Voice Bank-DEMANDdataset [27] showed that the proposed
cgMLP-SE model exhibited comparable or better perfor-
mance than the previously proposed approaches in terms of
the objective speech quality and intelligibility measures with
relatively low computational complexity.

II. SPEECH ENHANCEMENT AND DeepMMSE
FRAMEWORK
Let Y (l, k), S(l, k), and N (l, k) denote the short-time Fourier
transform (STFT) of the noisy speech, clean speech, and
noise for the frame l and the frequency k , respectively. Under
the additive noise assumption, they can be related as

Y (l, k) = S(l, k)+ N (l, k). (1)

Speech enhancement is a task to estimate S(l, k) based
on the noisy observation Y (l, k). One of the recent speech
enhancement approaches is the DeepMMSE [24], [28], which
incorporates a deep learning network into the statistical
model-based speech enhancement framework. It basically
follows the minimum mean square error log-spectral ampli-
tude (MMSE-LSA) estimator [29] framework except for the
way to obtain the key parameter, a priori signal-to-noise ratio
(SNR), which is estimated by deep neural networks (DNNs).
The a priori SNR ξ is defined as

ξ (l, k) =
8S (l, k)
8N (l, k)

, (2)

in which 8S and 8N are the power spectral densities of
speech and noise, respectively. In [28] and [24], the instan-
taneous estimate of ξ is used as the training target, which is
given by

ξ̃ (l, k) =
|S(l, k)|2

|N (l, k)|2
. (3)
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FIGURE 2. Illustrations of the proposed cgMLP-SE blocks for speech enhancement: (a) the proposed cgMLP-SE block and the
token-mixing module, (b) the Squeeze-and-Excitation (SE) module, and (c) the feed-forward module.

However, as the dynamic range of ξ̃ is too large to effectively
estimate by DNNs, ξ̃ is mapped into the value in [0, 1] using
the cumulative distribution function (CDF) of it modeled as
a Gaussian CDF as follows:

ξ̄ (l, k) =
1
2

[
1+ erf

(
10 log10(ξ̃ (l, k))− µ(k)

σ (k)
√
2

)]
, (4)

where erf (·) is the error function, and the parameter µ(k) and
σ (k) are the mean and the standard deviation computed for
the training data, respectively.

Fig. 1 shows the block diagram of the DeepMMSE frame-
work for speech enhancement. The input of the network is the
magnitude spectrogram, |Y (l, k)| for allK frequency bins and
L frames, which is denoted as |Y| ∈ RK×L . The magnitude
spectrogram is encoded by a 1D convolution layer into X ∈
RD×L . The decoder transforms the output of the DNN blocks,
X′ ∈ RD×L , into the estimates of the mapped a priori SNRs
ˆ̄ξ (l, k), in a form ˆ̄ξ ∈ RK×L . ˆ̄ξ is converted to the estimate of
the a priori SNR ξ̂ (l, k) by using the inverse function of (4)
as

ξ̂ (l, k) = 10{σ (k)
√
2erf −1(2 ˆ̄ξ (l,k)−1)+µ(k)}/10. (5)

In the MMSE-LSA estimator framework [29], the estimated
speech magnitude |Ŝ(l, k)| can be expressed as

|Ŝ(l, k)| = G(l, k) · |Y (l, k)|, (6)

in which G(l, k) is the gain function

G(l, k) =
ξ̂ (l, k)

ξ̂ (l, k)+ 1
exp

{
1
2

∫
∞

v(l,k)

e−t

t
dt
}
, (7)

v(l, k) =
ξ̂ (l, k)

ξ̂ (l, k)+ 1
γ̂ (l, k), (8)

where γ (l, k) is the a posteriori SNR computed as γ (l, k) =
|Y (l, k)|2/8S (l, k) in [29], but is simply estimated as
γ̂ (l, k) = ξ̂ (l, k)+ 1 in [28] and [24].

III. PROPOSED cgMLP-SE MODEL
In this paper, we propose the B repetition of the cgMLP-SE
model as the DNN blocks in Fig. 1, which is a gMLP-based
structure with three modifications: (i) the convolutional
token-mixing module, (ii) the SENet in the token-mixing
module, and (iii) the additional feed-forward network. Fig. 2
shows the block diagrams for the proposed cgMLP-SE block
and sub-modules. Detailed explanations of each of the mod-
ifications are given in the following subsections.

A. CONVOLUTIONAL TOKEN-MIXING MODULE FOR DATA
OF VARIOUS LENGTHS
To deal with the input of a variable length, we propose to
use the convolutional token-mixing modules in the MLP-
mixer [12] and the gMLP [13], which are illustrated in Fig. 3.

1) cMLP-MIXER BLOCK
Figure 3 (a) shows the cMLP-mixer block, a modification
of the MLP-mixer block with a convolutional token-mixing
module. The input matrix X ∈ RD×L is first processed by the
token-mixing module:

Z = X+K2 � GELU (K1 ⊗ LN (X)) ∈ RD×L , (9)

where LN (·) andGELU (·) denote the layer normalization and
Gaussian error linear unit (GELU) activation operation [30],
respectively. ⊗ denotes the depth-wise convolution operator
which applies D single convolution filters with a kernel size
P to each input channel, while � indicates the point-wise
convolution operator. The output of the token-mixingmodule,
Z ∈ RD×L , is then processed by the channel-mixing module:

X′ = Z+W2GELU (W1LN (Z)) ∈ RD×L , (10)

where W1 ∈ RH1×D and W2 ∈ RD×H1 are linear projection
matrices with the expanded hidden dimension H1, and X′ is
the output of the cMLP-mixer block.

2) cgMLP BLOCK
Fig. 3 (b) shows the architecture of the cgMLP block, which is
a modification of the gMLP block with a convolutional token-
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FIGURE 3. MLP-based blocks with the convolutional token-mixing
modules: (a) the cMLP-mixer block and (b) the cgMLP block.

mixing module. Unlike the MLP-mixer, the token-mixing
module of the gMLP, which is called the spatial gating unit,
is located in the middle of the channel-mixing module. The
whole process is as follows:

Z = GELU (W1LN (X)) ∈ RH1×L , (11)

Z′ = SGU (Z) ∈ R
H1
2 ×L , (12)

X′ = X+W2Z′ ∈ RD×L , (13)

in which the SGU (·) is the spatial gating unit of the gMLP,
W1 ∈ RH1×D and W2 ∈ RD×H1

2 are linear projection
matrices and X′ is the output of the cgMLP block. In the
spatial gating unit, the input Z ∈ RH1×L is first split into
Z1 ∈ R

H1
2 ×L and Z2 ∈ R

H1
2 ×L . Then, they are processed as:

Z′1 = K2 � GELU (K1 ⊗ LN (Z1)) ∈ R
H1
2 ×L , (14)

Z′ = Z′1 ◦ Z2 ∈ R
H1
2 ×L , (15)

where the size of the kernelK1 applying a depth-wise convo-
lution to each of H1

2 channels is P, and ◦ denotes the element-
wise multiplication.

Unlike the originalMLP-mixer and gMLP, the cMLP-mixer
and cgMLP can capture only local contextual information but
cannot accommodate long-term contextual information due
to the kernel size P.

B. SQUEEZE-AND-EXCITATION MODULE FOR GLOBAL
CONTEXTUAL INFORMATION
Recently, the architectures based on the Conformer [7] have
demonstrated that utilizing both the global and local con-
textual information is beneficial for various speech process-
ing tasks [7], [9], [10], [11], [16]. The cgMLP block can
only exploit short-term information, and thus we adopt the
SENet [19] on top of the token-mixing module of the cgMLP
to capture global information without significantly increasing
the model size and computational complexity as shown in
Fig. 2 (a). Fig. 2 (b) shows the structure of the SE module,
which consists of a squeezing step and an excitation step.
In the squeezing step, the global average pooling across
frames, denoted as GAP(·), is conducted to extract a vector
summarizing each channel, and then a linear layer com-
presses it into a bottleneck vector with a reduced dimension
as:

Zavg = GAP(BN (Z′)) ∈ R
H1
2 ×1, (16)

Zsqz = GELU (WsqzZavg) ∈ R
H1
2r ×1, (17)

where BN (·) denotes the batch normalization and Wsqz ∈

R
H1
2r ×

H1
2 denotes a linear projection matrix with a squeezing

ratio r . In the excitation step, the bottleneck vector Zsqz is
expanded by a linear layer Wexc to the vector Zexc with the
original dimension D, and then it is applied in each channel
as a gain:

Zexc = SIG(WexcZsqz) ∈ R
H1
2 ×1, (18)

Z′′ = Z′ ◦ (Zexc1
ᵀ
L ) ∈ R

H1
2 ×L , (19)

where SIG(·) denotes the sigmoid function, and Wexc ∈

R
H1
2 ×

H1
2r denotes a linear projection matrix, and 1L is an all-

1 L-dimensional column vector to apply the same weight
Zexc for all columns. For the causal configuration, we adopt
causal SENet [31], which employs cumulative global average
pooling operation and sine-based fixed positional embedding
in the squeezing step.

C. ADDITIONAL FEED-FORWARD MODULE FOR BETTER
PERFORMANCE
Additionally, a feed-forward module shown in Fig. 2 (c) is
added as the first module of cgMLP-SE to make the
cgMLP-SE block similar to the macaron-like structure of
the Conformer. The input X ∈ RD×L is processed by the
feed-forward module to produce the input of the next module,
X′′ ∈ RD×L as follows:

X′′ = X+W4GELU (W3LN (X)) ∈ RD×L , (20)

where W3 ∈ RH2×D and W4 ∈ RD×H2 are linear projection
matrices with the hidden layer dimension H2.

IV. EXPERIMENTS
A. DATASET
In our experiments, we evaluated the performance of speech
enhancement on the dataset made by mixing the DNS
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TABLE 1. Comparison of the number of parameters and the
computational cost of each model for the input of 4 seconds. M denotes
a million.

TABLE 2. Speech enhancement performance using the DeepMMSE
framework for various models on the TIMIT-DNS noise dataset.

challenge noise set [32] with the TIMIT speech data [33].
In this dataset we call the TIMIT-DNS noise dataset, the
training set was constructed dynamically for each epoch by
mixing each of 58,801 noise data from the DNS challenge
noise set [32] with one of the 4,620 utterances spoken by
462 speakers from the TIMIT training set at a random signal-
to-noise ratio (SNR) between −10 dB to 20 dB. The valida-
tion set was composed of 1,480 utterances of speech from the
TIMIT test set mixed with noises from the DNS challenge
noise set which were not used for training at the SNRs from
−10 dB to 20 dB with 5 dB intervals. The evaluation set
was constructed by adding unused DNS challenge noise data
to the rest of 100 male and 100 female utterances from the
TIMIT test set at the SNRs from −5 dB to 15 dB with 5 dB
intervals.

Additionally, the experiments on theVoice Bank-DEMAND
dataset [27] which is a widely used benchmark were car-
ried out. The Voice Bank-DEMAND training set consists
of 11,572 clean speech recordings from 28 speakers mixed
with two artificial and eight real noises. Each clean speech
utterance was contaminated by a randomly selected section
of one of the noises with a random SNR out of {0, 5, 10, 15}
dB. The Voice Bank-DEMAND test set includes 824 clean
speech recordings from 2 speakers from the Voice Bank
database [34] mixed with one of the 5 types of noise from
the DEMAND noise database [35] at SNR levels among
{2.5, 7.5, 12.5, 17.5} dB.

TABLE 3. Speech enhancement performance using the DeepMMSE
framework for various models on the Voice Bank-DEMAND noise dataset.

B. EXPERIMENTAL SETUP
In order to demonstrate the performance of the proposed
cgMLP-SE model, we compared the performances with
different configurations of the DNNs in the DeepMMSE
framework. Specifically, we have compared the proposed
model with the TCN [24], LSTM [25], DPRNN [26], and
Conformer [7]. In the noncausal configuration, BLSTM had
3 layers with 256 hidden units, DPRNN had 2 layers with
256 hidden units, and Conformer had 4 blocks with the atten-
tion dimension of 256, attention head of 4, hidden units of
512, and kernel size of 33. In the causal configuration, LSTM
had 2 layers with 512 hidden units, DPRNN had 4 layers
with 256 hidden units, and Conformer had 4 blocks with
the attention dimension of 256, attention head of 4, hidden
units of 512, and kernel size of 17. The TCN had the same
architecture as described in [24] in both noncausal and causal
configurations. The parameter values of theMLP-basedmod-
els were B = 4,K = 257, D = 256, H1 = H2 = 512,
P = 33 for noncausal configuration and P = 17 for causal
configuration, and r = 4. Table 1 shows the number of
parameters and the number of multiply-accumulate opera-
tions (MACs) in million for compared models used as DNN
blocks in Fig. 1. The computational complexitywasmeasured
by using the ptflops counter [36]. With the configuration
parameters used in the experiments, the proposed cgMLP-SE
model had the number of parameters and MACs which were
twice the cgMLP and comparable to TCN. The computational
complexities of the LSTM, DPRNN, and Conformer models
were significantly higher than the proposed model.

The sampling rate was 16 kHz, and the window was
512-point Hann window with a 50% overlap. The 512-point
STFT and inverse STFT were applied for analysis and syn-
thesis, respectively.

For the training step, we used the adam optimizer [37] with
the learning rate 1e−3 and the binary cross entropy as a loss
function. The gradients were clipped to [−1, 1] range. The
number of epochs was 300 and the batch size was 32.

C. EXPERIMENTAL RESULTS
The performance of the speech enhancement was mea-
sured by the ITU-T Recommendation P.862.2 wideband Per-
ceptual Evaluation of Speech Quality (PESQ) [38] scores,
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TABLE 4. Ablation study on the contribution of each module in the cgMLP-SE blocks to the performance improvement for the TIMIT-DNS noise dataset.
SE module and FF module denote the squeeze-and-excitation module and the additional feed-forward module, respectively.

Short-Time Objective Intelligibility (STOI) [39], and com-
posite measures for signal distortion (CSIG), residual noise
(CBAK), and overall quality (COVL) [40]. Table 2 shows the
performance of the DeepMMSE-based speech enhancement
employing various models with causal and noncausal config-
urations on the TIMIT-DNS noise dataset. For both the causal
and noncausal versions, TCN and (B)LSTM showed similar
performance and DPRNN exhibited better performance. The
Conformer showed the best performance among the existing
four models, especially in the noncausal configuration with
a large margin. The cMLP-mixer and cgMLP introduced in
subsection III.A which adopt the convolutional token-mixing
module to deal with inputs of various lengths demonstrated
similar or slightly worse performance compared with the
DPRNN. The proposed cgMLP-SE model showed similar
performance to the Conformer in all measures, although
it had 1.3M fewer parameters and 340 M less number of
MACs. We may conclude that the proposed model provided
a good compromise between computational complexity and
performance.

Table 3 shows the results for a smaller but widely-used
dataset, the Voice Bank-DEMAND dataset. The tendency
was similar but slightly different in that the noncausal ver-
sion of the TCN showed decent performance and LSTM
performed better thanDPRNN. Still, the Conformer exhibited
the best performance and the proposed cgMLP-SE model
showed comparable performance with a significantly smaller
model size and less computation.

D. ABLATION STUDY
We performed an ablation study to investigate how much
eachmodule in the proposed cgMLP-SEmodel contributed to
performance improvement on the TIMIT-DNS noise dataset.
As the input signals had various lengths, the contribution of
the convolutional token-mixing module was not evaluated
but those for the SE module and the additional feed-forward
module were analyzed. Table 4 shows the performance of the
DeepMMSE speech enhancement using the cgMLP model
with and without the SE module and the feed-forward mod-
ule. We can see that almost all the measures were improved
by employing the SEmodule or the feed-forwardmodule, and
further enhanced by adopting both of them. From the results,
we can confirm that combining the SE module and the addi-
tional feed-forward module was effective to improve both the
objective speech quality and intelligibility measures, and one

can choose to use the cgMLP with the SE module without
the feed-forward module if the model size and computational
complexity need to be further reduced.

V. CONCLUSION
In this paper, we propose the cgMLP-SE block for speech
enhancement, which is an efficient MLP-based architec-
ture that can deal with the inputs of various lengths with
reasonable computational complexity and model size. The
cgMLP-SE block is the gMLP-based structure with three
modifications: (i) a convolutional token-mixing module to
process input data of various lengths, (ii) an SE module to
consider global contextual information, and (iii) an addi-
tional feed-forward module to boost performance. We eval-
uated the DeepMMSE speech enhancement using the pro-
posed cgMLP-SE and other architectures on the TIMIT-DNS
noise dataset and the Voice Bank-DEMAND dataset in terms
of speech quality and intelligibility. Experimental results
showed that the proposed cgMLP-SE model demonstrated
comparable PESQ scores, STOI, and composite measures
to the Conformer with significantly smaller model size and
computational complexity.
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