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Abstract—Identifying and minimizing physiological 

artifacts in EEG is challenging because these artifacts may 

corrupt the underlying brain activity severely. In this work, we 

proposed a hybrid approach to detect/reduce EEG artifacts by 

combining the MediaPipe face mesh model and artifact 

subspace reconstruction (ASR). Four types of artifacts, eye 

blinking, horizontal/vertical eye movements, and jaw movement 

during EEG measurement were generated to test our approach. 

We observed that real-time video-based artifact identification 

achieved over 95% accuracy in detecting eye blinking, 

horizontal eye movement, and jaw movement. Moreover, the 

targeted noise reduction was effective in analyzing the signal-to-

noise ratio (SNR) for each specific artifact. This work may 

contribute to improving the reliability and accuracy of EEG 

data analysis in the real-world and online scenarios by 

providing a practical and effective approach to identifying and 

reducing physiological artifacts in real-time. 

Keywords—electroencephalography (EEG), artifacts, image 

processing, artifact detection 

I. INTRODUCTION 

Electroencephalography (EEG) is used widely to measure 
brain signals in various fields because of its non-invasive, 
simple application, and good temporal resolution [1]. 
However, EEG studies, including brain-computer interfaces 
(BCI) and mobile brain-body imaging (MoBI), have 
encountered challenges in achieving high signal-to-noise ratio 

(SNR) because of such physiological artifacts as 
electrooculography (EOG), electromyography (EMG), or 
motion artifacts that may interfere with other useful 
information, such as event-related potentials (ERP) [2-4]. 

To target and reduce these physiological artifacts, many 
studies have proposed various EEG methods or other hybrid 
approaches, such as independent component analysis (ICA), 
and principal component analysis (PCA), etc. [5-8]. Most 
research has focused not only on targeting the motion artifacts, 
but also removing or reducing them. Further, the demand for 
automated methods to classify and reduce noise in real-time 
in BCI is inevitable because practical BCI systems require 
real-time analysis and its implementation [9]. One of the 
popular real-time physiological artifact reduction schemes is 
artifact subspace reconstruction (ASR) which is used 
commonly in BCI. However, it cannot remove the noise 
sources selectively, which may lead to the loss of necessary 
information [10-11]. Nonetheless, in general, a customizable 
scheme to identify and reduce physiological artifacts from 
targeted noise sources in real-time is quite rare in the BCI field 
[12].  

In some cases, a multimodal approach using image 
information in EEG has been applied to identify emotion or 
vigilance that is related strongly to facial recognition [13-14]. 
In addition, an open-source fast motion detection model that 
requires relatively less calculation, such as MediaPipe, has 
been introduced in a recent study and has strong potential to 
be implemented in practical scenarios without special 
hardware requirements, such as an eye tracker [15]. This 
approach is promising, as it enhances EEG’s temporal 
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resolution, and thus it has the potential to be implemented in 
EEG as a multimodal appliance. However, similar 
implementation to inspect physiological movements that 
affect the EEG signal is relatively rare in current studies. 

Given such limitations, we proposed a multimodal 
approach in EEG to identify and reduce only targeted artifacts. 
In this work, we considered four types of physiological 
artifacts—eye blinking, horizontal/vertical eye movement, 
and jaw movement. To this end, an artifact detection 
methodology based upon MediaPipe and targeted ASR based 
upon the detection information, were implemented. The 
feasibility of our approach was verified by inspecting the EEG 
signals’ grand mean in the time domain and the signal-to-
noise ratio (SNR) difference between the original resting EEG 
and targeted ASR-implemented EEG. 

II. METHODS 

A. Artifacts Detection Methods 

The MediaPipe face mesh model was introduced in a real-
time artifact detection scheme to detect artifacts rapidly [15]. 
This model produces 468 3D facial landmarks with 
normalized coordinates based upon information in the image 
of the human face. In this work, we used facial information to 
detect eye blinking, horizontal eye movement, vertical eye 
movement, and jaw movement. The right/left sides denote the 
right/left side of the person who is tracked in the video. Thus, 
four physiological artifacts were defined and their 
corresponding detection algorithms are described as follows: 

 Eye blinking task: To detect eye blinking, eye aspect 
ratio (EAR) was introduced with the following 
equation [16]:  

EAR= 
√(L2x-L6x)

2
+(L2y-L6y)

2
+√(L3x-L5x)

2
+(L3y-L5y)

2

√(L1x-L4x)
2
+ (L1y- L4y)

2
,  (1) 

in which Lpx and Lpy refer to the x and y coordinates 

of selected p landmarks, as illustrated in Fig 1. For 
eyes open to eyes closed, the detection threshold was 
set as when the EAR value decreased to less than 0.22, 
while eyes closed to open was set as when the EAR 
value increased to higher than 0.3 [16]. EAR was 
estimated for the left and right eyes separately. Finally, 
eye blinking was defined when one of those eyes’ EAR 
value was reported as the eyes closed. 

 Horizontal/vertical eye movement task: The virtual 
origin was introduced in eyeball range according to the 
following equation (2). The MediaPipe face mesh 
model provides the real-time iris location (right eye iris 
landmark IR: 472, left eye iris landmark IL: 477); thus, 
this information was used to locate the iris in the 
coordinate as well as to calculate the Euclidian 
distance from the virtual origin (equation (3)). 

O = (
L4x+L3x+L7x+L8x

4
, 

L4y+L3y+L7y+L8y

4
), (2) 

D = √(Ix- Ox)2+(Iy-Oy)
2
,  (3) 

in which Ix  and Iy  refer to the x and y of the iris 

landmarks selected. The movement of left/right eyes 

was tracked separately, and the beginning of the 
movement was defined as when the difference in the 
distance D from the previous video frame to the 
current frame was more than 0.0005, while the end of 
the movement was defined as when the difference in 
the distance was less than 0.0005. 

 Jaw movement: To detect jaw movement , we used the 
facial landmarks from the nose (landmark Ln : 1), 
mouth (upper lip landmark Lu: 13, lower lip landmark 
Ll: 14), and chin (landmark Lc: 199) locations, and the 
following ratio was used [17]: 

Dnc = √(Lnx- Lcx)2+(Iny-Lcy)
2
,      (4) 

Dm = √(Lux- Llx)2+(Luy-Lly)
2
,       (5) 

Ratio = 
Dm

Dnc
 .       (6) 

The detection of jaw open to closed was defined as 
when the ratio was less than 0.05, while jaw closed to 
open was defined as when the ratio was higher than 
0.05.  

The predicted labels were sent as event markers to the 
EEG streams. In this study, we integrated the MediaPipe into 
OpenViBE, which is an open-source software for BCI and 
real-time processing of brain signal [18]. Using socket 
communication, we tagged the predicted labels into the EEG 
streams played in OpenViBE scenario, as illustrated in Fig. 2. 
As a result, the predicted labels could be synchronized with 
the EEG data. For the precise information regarding TCP tag 
format, refer to the OpenViBE documentation page. 

B. Apparatus 

 In this study, a workstation with Intel i7-6700 CPU (with 
NVIDIA RTX 2070 Super graphics card) was used to detect 
real-time physiological artifacts, acquire EEG, and present the 
stimulus. Note that the artifact detection model ran as 
delegated with CPU. 

 EEG was recorded from 32 scalp EEG channels based 
upon the international 10-20 system with an extra 4 channels, 
the left/right mastoids and left horizontal & top-left vertical 
EOG channels (ActiveTwo, BioSemi Inc. Netherland) at a 

 

Fig. 2. Proposed framework for identifying and reducing physiological 

artifacts. 

 

Fig. 1. MediaPipe face mesh landmark location in left/right eyes. 

http://openvibe.inria.fr/tcp-tagging/


512 Hz sampling rate. To identify image-based artifacts, a 
front webcam (c920HD, Logitech Inc.) mounted at the center 
of the screen was used to stream 30 fps video with 1,080p 
resolution; the input video to the MediaPipe face mesh was 
rescaled to 480p for efficiency. 

 The PsychoPy toolbox aided the control program during 
the experiment [19]. OpenViBE created an event marker 
when the cue was given/finished in the control program or the 
internal TCP/IP connection received the artifact information 
detected. This relation is illustrated in detail in Fig. 2. 

C. Procedure of Experiment 

Five healthy adults (age 28.6 ± 3.66 yrs., four males) were 
recruited for the preliminary experiment approved by the 
Gwangju Institute of Science and Technology (GIST) 
Institutional Review Board (20230504-HR-71-03-02). First, 
the participants were asked to fill out questionnaires about 
their current states, related diseases that may affect 
performing the tasks, and the adult attention-deficit 
hyperactivity disorder (ADHD) self-report scale-v.1.1. 
(ASRS-v1.1) to check the feasibility of the experiment [20]. 
The participants sat in a comfortable chair and maintained a 
distance of 60 cm between the center of the screen and their 
eyes. Then,  the resting state EEG was recorded. After the 
recording, the participants were asked to undergo 30 trials for 
each movement task in random order. These procedures are 
described in Fig. 3. 

 Rest state: Participants were asked to open their eyes 
when the cross appeared and to rest when the cross 
disappeared. The cross was displayed for 5 seconds 
and disappeared for 5 seconds. Eyes-open EEG was 
recorded for 4 minutes 30 seconds during the rest state. 

 Eye blinking: Participants were instructed to blink one 
time only when the cross disappeared. The cross was 
displayed for 2 seconds and disappeared for 1 second. 

 Horizontal eye movement: Participants were 
instructed to move their eyes and follow the cross 
without moving their head/body. Eye blinking was 
prohibited during this task. The cue was given as the 
cross moved in a horizontal direction (left-to-right, 
right-to-left). This action took 1 second, and the 
moving cross was stopped for 0.5 seconds before it 
continued to move. 

 Vertical eye movement: this followed the same 
procedure as horizontal eye movement, but the 
participants followed the cross as it moved up-to-down 
or down-to-up. 

 Jaw movement: The participants were instructed to 
open their jaw and mouth as widely as possible when 
the cross appeared and close the jaw and mouth when 
it disappeared. The cross was displayed for 2 seconds 
and disappeared for 1 second. 

After one task session (four tasks, 120 trials per session), 
the participants were asked to fill out the questionnaires to 
self-evaluate their fatigue and capability to continue the next 
task using 5-point Likert scales (1: not tired at all, 5: too tired). 
The questionnaires were filled out right after each task session. 
All participants performed three sessions; thus, a total of 360 
trials (90 per movement) were collected for each participant. 

D. Artifact Detection Analysis 

To evaluate the artifact detection methods’ temporal 
resolution, the actual frame rate at which the detection 
framework ran was collected during the experiment. Further, 
bad trials were removed when the participant failed to perform 
the specific movement tasks for a given cue. In addition, we 
note that 30 trials of the eye blinking task (20 trials for subject 
1, 10 trials for subject 2) were removed because of unrecorded 
video. The accuracy with which artifacts was detected was 
evaluated according to whether the artifact information was 
observed successfully when the cue was given to the subject. 
This was accomplished by inspecting the synchronized video 
and EEG signals manually. 

E. EEG Preprocessing 

As shown in Table Ⅰ, additional bad trials were removed 
when the participant performed multiple movements in a 
particular task (e.g., performed eye blinking with jaw 
movement during the jaw movement task); otherwise, 
abnormal EEG signals would be detected. The number of bad 
trials for subject 1 during jaw movement was relatively higher 
than those of the other participants. This may be attributable 
to xerophthalmia (i.e., dry-eye syndrome), which the 
participant reported in the survey. 

MATLAB-based EEGLAB and FieldTrip toolboxes were 
used primarily to preprocess and analyze the EEG data [21-
22]. EEG data were first band-pass filtered with cutoff 
frequencies of 0.5 and 50 Hz using the 4th order Butterworth 
filter. Then filtered data were re-referenced to the Cz electrode 
channel to minimize the artifacts caused by facial muscles, as 
applied in the previous study [5]. Thereafter, we extracted 
epochs as follows: one seconds after the onset (eye blinking 
and eye movements) and two seconds after the onset (jaw 
movement). 

TABLE Ⅰ.        NUMBER OF TRIALS COLLECTED 

Subject 
Physiological artifacts (Image/EEG trials) 

Eye 

blinking 

Horiz. eye 

movement 

Vert. eye 

movement 

Jaw 

movement 

1 68/68 85/85 89/89 90/5 

2 79/79 89/89 90/90 90/78 

3 87/87 88/86 87/85 90/80 

4 90/89 89/85 89/86 90/74 

5 86/86 86/84 81/81 90/73 

 

Fig. 3. Experimental procedure diagram. 



F. Noise Reduction 

In this work, noise reduction was managed by artifact 
subspace reconstruction (ASR), which repeatedly computing 
principle component analysis (PCA) on EEG data covariance 
to detect artifacts [10]. EEG covariance from the eye-open rest 
state was computed; and ASR was applied based upon each 
movement’s start marker (rising edge) to finish marker 
(falling edge). To inspect ASR in the real-time noise reduction 
scenarios, the range to apply ASR in the time domain was set 
in three ways: between 100 ms before the rising edge and 100 
ms after the falling edge, between 400 ms before the rising 
edge and 400 ms after the falling edge, and in the time domain 
overall. 

For the targeted noise reduction observations, the grand 
mean in both the time and frequency domains was inspected. 
To demonstrate whether the noise from the movement 
artifacts was removed successfully, the grand mean was 
calculated for each movement from the trials (# of trials for 
each artifact is listed in Table Ⅰ). Thus, it shows the grand 
mean of the trials overall for all 31 channels of the scalp EEG. 
Further, the signal’s log power spectrum in the frequency 
domain was compared. 

The artifact signal-to-noise ratio (SNR) was used 
measuring the performance in reducing the targeted noise [23]. 
EEG signals were transformed by fast Fourier transform (FFT) 
and separated into five spectral bands: delta (0.5 – 4 Hz), theta 
(4 – 8 Hz), alpha (8 – 12 Hz), beta (12 – 30 Hz), and gamma 
(30 – 50 Hz). Then, artifact SNR values were estimated for 
each band as follows: 

Partifact = 
1

Nartifact bins

∑ xi
2wh

i=wl
,   (7) 

Paverage = 
1

Nall bins

∑ xi
2wh

i=wl
,  (8) 

SNRartifact = 10 log
10

(
Partifact

Paverage
).      (9) 

Here, xi refers to the signal in the band range selected, w1~wh 
refer to the selected frequency bands, Nbins  refers to the 
number of signal elements in a selected band range, Partifact 
refers to the power between the rising and falling edge of the 
artifact detected in one cue, and Paverage refers to the power 

overall in the same cue. Thus, SNRartifact refers to the artifact 
power to signal power ratio, and the noise attributable to 
physiological artifacts is defined as the power difference 
between SNRartifact and the SNR in the rest state overall [5]. 

 To observe whether the targeted physiological artifacts 
were reduced successfully, SNR analysis was conducted by 
estimating the absolute SNR difference between the band-
passed (0.5 – 50 Hz) EEG signals for each band in a noisy 
state with specific noise reduction (100 ms or 400 ms) and 
ASR was applied to the EEG signals for the subjects overall. 

III. RESULTS AND DISCUSSION 

A. Temporal Resolution and Accuracy of Artifact Detection 

From the artifact detection framework, frames per second 
of the video input were collected. Then the reciprocal value of 
the frame rate was calculated as tabulated in Table Ⅱ. These 
results showed that the mean temporal resolution of the 
artifact detection framework was approximately 48 ~ 49 ms 

and the standard error was less than 0.25 ms. This verified that 
the artifact detection temporal resolution was good at 
approximately 50 ms.  

The accuracy with which each artifact was detected (for 
artifact trials in Table I) is tabulated in Table Ⅲ. The accuracy 
in detecting eye blinking was 95.85%, which is similar to that 
in previous studies of EAR [16]. However, subject 5 in 
particular demonstrated poor performance in detecting eye 
blinking as well as horizontal/vertical eye movement.  

B. Noise Reduction in Time Domain 

To identify the targeted noise reduction mechanism, visual 
inspection of the grand mean in the time domain was 
performed for each subject, as described in Fig. 4, in which 
ASR (100 ms) refers to the real-time scenario ASR that was 
applied 100 ms before the rising edge/after the falling edge, 
ASR (400 ms) represents noise reduction when the ASR range 
was changed to 400 ms before the rising edge/after the falling 
edge, and ASR (all) refers to ASR applied in the time domain 
overall. Note that in the jaw movement task, the falling edge 
did not appear because participants opened their mouth when 
the jaw open cue appeared after 2 seconds of the jaw close cue. 

Here, it is noticeable that the noise attributable to each 
artifact was reduced between the rising and the falling edges. 
However, the artifacts remained after the reduction when the 
ASR range was not sufficiently good in the eye-blinking and 
jaw movement tasks compared to ASR (400 ms) or ASR 
applied in the range overall. Thus, in a real-time scenario 
(ASR (100 ms)) with our proposed artifact detection 
framework, it may be possible that some noise artifacts 
remained even though ASR was applied. Further, from the 
brain power spectrum perspective, physiological artifacts are 
observed in the bands overall, particularly in the temporal 
region, and those artifacts were removed when the ASR with 

TABLE Ⅱ.        TEMPORAL RESOLUTION OF ARTIFACT DETECTION 

Subject 
Temporal resolution (mean ± standard error, milliseconds)  

Eye blinking 
Horiz. eye 

movement 

Vert. eye 

movement 

Jaw 

movement 

1 48.65 ± 0.21 48.64 ± 0.21 48.84 ± 0.22 48.50 ± 0.19 

2 48.77 ± 0.21 48.83 ± 0.22 48.77 ± 0.21 48.70 ± 0.20 

3 49.03 ± 0.22 48.93 ± 0.22 49.14 ± 0.23 48.84 ± 0.20 

4 48.73 ± 0.21 48.86 ± 0.22 48.79 ± 0.21 48.65 ± 0.20 

5 48.81 ± 0.22 48.89 ± 0.22 48.87 ± 0.21 48.81 ± 0.20 

TABLE Ⅲ.        ARTIFACT DETECTION ACCURACY 

Subject 
Detection accuracy 

Eye blinking 
Horiz. eye 

movement 

Vert. eye 

movement 

Jaw 

movement 

1 100 % 97.65 % 96.63 % 100 % 

2 100 % 100 % 82.22 % 100 % 

3 100 % 97.73 % 78.82 % 92.22 % 

4 100 % 100 % 85.39 % 100 % 

5 80.23 % 88.37 % 49.38 % 100 % 

Total 95.85 % 96.80 % 78.67 % 98.44 % 



a moderate time range (400 ms) was applied. Thus, to achieve 
targeted noise reduction, it appears that a modest range for 
ASR is approximately 400 ms. 

C. SNR Analysis 

To analyze the SNR, an average SNR difference plot is 
shown in Fig. 5 for each band range. Here, it is observed that 
in the eye blinking task, the SNR difference over the frontal 
channels was relatively higher in the delta and theta bands. 
Further, the eye blinking task showed a relatively higher SNR 
difference in the delta band compared to other bands. Hence, 
it may be inferred that the distinctive eye blinking artifacts 
were removed effectively [2]. This tendency is similar to the 
horizontal/vertical eye movements in the SNR difference of 
the delta band; however, the SNR difference was less 
compared to that in the eye blinking task, which has been 
reported in a previous study [5]. In addition, both tasks 
showed relatively small SNR differences in the alpha, beta, 
and gamma bands compared to the delta band. Jaw movement 
showed a relatively higher SNR difference in the theta, alpha, 
beta, and gamma band ranges compared to the delta band 

region. Further, it showed a relatively greater SNR difference 
in the temporal region compared to other regions. Hence, it 
appears that our proposed targeted ASR detected and reduced 
jaw movement artifacts effectively [3]. 

D. Limitations and Future Directions 

As shown in Table Ⅱ, although the temporal resolution of 
real-time facial movement detection appeared to be stable at 
approximately 50 ms, the actual temporal resolution or total 
latency from detecting an artifact to EEG labeling was not 
evaluated in this work. Although the internal TCP/IP 
connection is known to have quite a brief latency, assessment 
of the precise latency should be conducted in future work 
because this may not reduce noise completely in the real-time 
application, as shown in Fig. 4 [24]. The accuracy with which 
artifacts were detected in subject 5 was poor, which may be 
attributable to different light conditions compared to the other 
4 participants. This sensitivity to the light environment has 
been reported in another study [25], so it may be critical to 
control the light environment strictly. In addition, detection of 
vertical eye movement was relatively less accurate compared 

 

Fig. 4. Physiological artifacts and artifact-free segments. The left figure represents the trial-averaged waveforms for each physiological artifacts and 

artifact-free segments depending on ASR time resolutions for subject 5. The black, red, and blue vertical lines indicate the cue and rising/falling edge of 
noise detection, respectively. The right figure represents logarithm of power spectral density before/after ASR for jaw movement for subject 4.  

 
Fig. 5. Absolute SNR difference between artifact and artifact-free data. Left scalp topography plots represent SNR difference between artifact and 

artifact-free data over the brain, and the right table tabulates absolute values for SNR difference values for each movement tasks/bands by averaging 
channels overall (except for the reference channel – Cz). 



to other movements, and hence, adjusting the movement 
threshold or introducing other detection methods should be 
considered in future research. Further, this framework did not 
use trained model-based artifact detection because it 
compromises the framework’s temporal resolution, although 
it may permit artifacts to be detected more accurately.  

Although ASR is known to be suitable for real-time noise 
reduction and its implementation in real-time has been 
assessed, this work did not actually apply ASR in a real-time 
scenario. Further, there is some possibility that noise will not 
be reduced completely (Fig. 4). Thus, it may be necessary to 
adjust ASR implementation somewhat for the user’s purpose. 
In addition, this work did not perform a comparison with other 
real-time noise reduction methods, which is under 
investigation currently.  

Finally, the assessment of this framework under the 
complex physiological artifacts (e.g., head movement during 
eye blinking) for generalized manner was not explored here, 
which is our utmost goal and is underway. 

IV. CONCLUSION 

This work showed the possibility of combining 
multimodal data with EEG, not only to identify artifacts, but 
also to reduce noise. To enable this, a real-time facial artifact 
tracking model with detection algorithms was combined with 
streaming EEG signals. The results showed that the temporal 
resolution of detecting artifacts was approximately 50 ms; the 
accuracy in detecting eye blinking, horizontal eye movement, 
and jaw movement was more than 95%, while vertical eye 
movement was approximately 80% accurate. The grand mean 
and SNR difference analysis showed that each artifact was 
reduced objectively in EEG signals based upon the rising 
edge/falling edge from the artifact detection framework. 
Hence, this work contributes to improving the reliability of 
EEG data analysis by providing a practical approach to 
identify physiological artifacts in real-time and reduce them 
in a targeted manner.  
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