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A Multi-Objective Evolutionary Approach to
Selecting Security Solutions
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Abstract; In many companies or organizations, owners want to deploy the most efficient security

solutions at a low cost. In this paper, we propose a method of choosing the best security solution

from various security solutions using multi-objective genetic algorithm considering cost and

weakness-decrease. The proposed system can support the best security solutions in various

aspects of security issues. We use the NSGA-II algorithm, which has been verified in a variety of

fields, to provide a comparison with existing genetic algorithms. Our scheme has increased the

dominant area by more than 30% compared with the previous scheme and can provide a more

diverse solution set.
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1 Introduction

As the information technology systems and the Internet
grew , so did the number of malicious threats to informa-
tion'"). To prevent information threats like this, organi-
zations and enterprises study security solutions to secure
information separately from their usual work. Security
solutions are generally physical and logical counter-
measures to prevent the failure and destruction of the

. . )
information systems'>'.

But in most cases, companies
do not want to spend a lot of money on improving secur-
ity. Because investing in security solutions does not
seem to be effiective in a short time. Moreover, in or-
der to invest in security solutions, companies have to

choose how much to invest in what measures, but it is
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very difficult to make such a choice without knowing the
exact threats and the effiectiveness of countermeasures.
In this paper, we describe the selection of a security so-
lution using NSGA-II, a kind of multi-objective genetic
algorithm. This will help any business or organization
easily choose the best security solution. This paper is
organized as follows. In Section 2, we talk about genet-
ic algorithms (GA) and Pareto-optimization. In Section
3, we explain a multi-objective genetic algorithm. We
design a creating security solution and Weakness De-
crease Point ( WDP) for experiment and explain the
program code in Section 4. The system we propose is

presented in Section 5. Section 6 concludes the paper.
2 Related works

In this section, we talk about Pareto-optimality after the
simple description of genetic algorithm and knapsack
problem.

2.1 Genetic algorithm and Knapsack Problem

Genetic algorithm is a kind of heuristic search based on
the phenomenon of nature. It was firstly designed by
John Holland in 1975. This is one of the techniques to
solve the optimization problem by calculation based on

the natural evolutionary process. In general, if it is im-
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possible to obtain an optimized solution of a problem
through a formal formula, or if it is too complicated, it
may be efficient to solve the problem through a genetic
algorithm. However, the genetic algorithm does not al-
ways find a global optimal solution. This only helps to
find solutions that are close to the optimal solution in a
short time. Therefore, genetic algorithms are generally
useful for problems classified as non- deterministic poly-
nomial (NP) time problems'* .

The knapsack problem is one of the most suitable
problems to solve with genetic algorithm. The knapsack
problem is a matter of finding out what items we need to
fill the bag to make it the most valuable. The size of the
items that can be stored in the bag is fixed, and each i-
tem has a predetermined value and size. Therefore, if
the item can be split, we can easily find the global opti-
mal solution to this problem with the greedy algorithm.
But if they can not break apart, this problem can not be
solved with a formal formula. Thus, in this case, this
problem becomes an NP-completeness problem'*”’. If
we use a genetic algorithm to solve the knapsack prob-
lem, we can find an efficient solution for a short time.
Recently, various studies related to the research we are

trying to do have been preceded"® .
2.2 Pareto-optimality

If you use a simple genetic algorithm to solve the knap-
sack problem, the sum of the sizes will naturally ap-
proach the maximum size. If you have a budget and do
not have any problems with using your whole budget,
you can solve this problem using the simple genetic al-
gorithm. But companies and organizations want to find
low-cost, high-efficiency solutions and deploy it.
Therefore unlike a simple genetic algorithm that consid-
ers only one objective, in the real world, it is necessary
to find the optimal solution considering both the cost
and the WDP. Sometimes, a problem may have more
than just two objectives. If that happens, the problem
will be much more complicated than when considering
only one objective. In this paper, we propose a method
to solve the problem by considering two objectives: cost
and WDP.

In general, we use the concept of “Pareto-optimali-
ty” when there are multiple objectives to find the global
optimal solution of the problem. For example, the cost
and WDP of security solutions to address security flaws
are shown in Table 1. As shown in Fig. 1, the data in
Tablel can be charted. In the Fig. 1, the X axis repre-

sents (100-cost) and the y axis means WDP . Decrease
of dangerous.

In the Fig. 1 the solution in the upper right is ob-
served to be more effiective and better. The optimal so-
lution is the top-most, right-most solution in the chart.
However, in general, higher WDPs result in higher
costs, making it difficult to find the ideal solution like
that. Instead, we can find a Pareto- optimal that is su-
perior to other solutions'”'. The squares on the chart
show Pareto-dominance easily. For example, R2 has a
very high WDP, which is very helpful in solving securi-
ty problems, but solution R2 is not an optimal solution
because there is a solution RS with a lower cost and
higher WDP. At this point, Solution R2 is said to be a
Pareto-dominated entity. When we create a chart like
the one shown in the Fig. 1, we call the unconstrained
solution Pareto-optimal for any other solution, and call
the set a Pareto-optimal set. The line that the pareto-
optimal set forms is called the Pareto-frontier. Ultimate-

ly, what we are looking for is a Pareto-optimal set.

Table 1 The list of solution sets that generated randomly.

Name 100-cost WDP Name 100-cost WDP
R1 82 74 R6 66 5
R2 23 79 R7 66 46
R3 57 21 R8 57 17
R4 7 66 R9 64 57
R5 53 92 R10 86 54
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Fig.1 Chart to select best solution from various candi-

dates.

3 Multi-objective genetic algorithm;NSGA-II

There are many kinds of multi-objective genetic algo-
rithms ( MOGA ) to solve many types of problems:
NPGA, NSGA, SPEA, etc. All of them are very popu-
lar MOGA solutions and in this paper, we use the NS-
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GA-II algorithm for solving the problem. Because NS-
GA-Il is the lightest and fastest method of MOGA
known so far. NSGA-II is a new advanced technique
compared with NSGA, a conventional multi-objective
genetic algorithm. It can finish the cal- culation in less
time than NSGA and introduces the concept of non-
dominant ranking. In addition, NSGA-II introduced a
concept called Crowding Distance. Therefore, this
scheme can distribute resources more efficiently than
existing algorithms. Another thing that NSGA-II is diffi-
erent from NSGA is Elitism. Elitism is the scheme of
keeping the superior population among the population to
the next generation. Therefore, solutions with a high
fitness are not easily lost through generations'®’. The
NSGA-II algorithm is easy to use and can quickly find
solutions with a high fitness. And it has very high per-

formance so that this algorithm is very popular™’.
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=itl
Process crossover, -«
mutation

v
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.

Selecting outstanding i <R?
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Fig.2 Flowchart for NSGA-II algorithm.

The NSGA-II algorithm is shown in Fig. 2. Non-
dominated rand means the rank that how many other so-
lutions are dominating the solution. In other words, a
lower non-dominated rank is a better solution. For ex-
ample, there is a solution named A. If any solution is a
dominating solution A, the non- dominated rank of solu-
tion A is zero. Thus, in the same generation, the Pare-
to optimal solution has the highest priority, and the so-
lution farther from it has an increasingly lower priority.
Like this, the non-dominated rank alignment process al-
lows solutions to converge on the Pareto-optimal set.
And Crowding Distance is a solution to see how many

solutions are gathered in a small area when the charts

are shown like Fig. 1. This is a value that is calculated
to help the solutions with the same non-dominated rank
have diversity. Each solution has a high Crowding Dis-
tance value if it is less similar to the neighboring solu-
tion. This is an element for selecting an object with a
diffierent property from the set of genetic entities be-

longing to the same non-dominated rank"®'.
3.1 Performance improvement

We used diffierent mutations and crossover types to im-
prove performance. Mutation and crossover are very im-
portant components in the genetic algo rithm. There are
many types of mutation and crossover; Uniform Muta-
Bit Flip Mutation,

Half-Uniform Crossover and etc. In this paper, we use

tion, Parent-Centric Crossover,

the Simulated Binary Crossover ( SBX) for crossover
process and Polynomical Mutation ( PM) for mutation
process in NSGA-II. SBX is the operator that has the
search ability similar to that of a single-point binary-co-
") And the PM is the operator

that is widely used in evolutionary optimization algo-
(12

ded crossover operator
rithms as a variation operator LT attempts to simulate
the offispring distribution of binary-encoded bit-flip mu-
tation on real-valued decision variables. In this paper,
the type of the value to be calculated was binary, but
we used PM because the PM showed better performance
than the bit flip mutation. PM is similar to SBX, it fa-
vors offispring nearer to the parent[m.

And we set the population size for the genetic algo-
rithm to 500 and the number of generations to 15000.

4 Creating security solution and WDP

We need to create a variety of virtual security solutions
for the experiment, each with an introduction cost and a
WDP. However, WDP is a value that can not be easily
quantified. Therefore, in this paper, we use a reasona-
ble random number as a WDP to create a sample virtual
security solution.

First, we need to create 500 random numbers to be
used as the cost of introducing a virtual security solu-
tion. The total sum of 500 random numbers is
1000000. After doing that, we sort 100 random random
numbers and put them into the array arr [ ]. Then we
use the source code below to create a WDP correspond-
ing to each cost, and place it in the array ar2 [ ].
for (1 =0; i <500; i+ +)

{
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arr2[ i ] = gaussianRand (arr[i], STD) ;
// STD is the standard deviation of gaussian ran-
dom function
// We setted STD to 50
if (ar2[i] < =0)
arr2[i] = rand( )% arr[i] +1;

double gaussianRand ( double mean, double stddev)
| // gaussian random number generater function
static double n2 = 0.0;
static int n2_cached = 0;
if (! n2_cached)
{
double x, y, r;
do
{
x=2.0 *rand( )/RAND_MAX-1;
y=2.0 *rand( ) /RAND_MAX-1;
r=xxx+y%y;
| while (r = =0.0 1l r > 1.0);
{
double d =sqrt(-2.0 * log(r)/r) ;
double nl =x * d;
n2 = y ok d;
double result = nl * stddev + mean;
n2_cached = 1;
return result;
}
{
else
?
n2_cached = 0;

return n2 * stddev + mean;

So we can make the meaningful random WDP.
Weakness decrease point will almost be proportional to
security solutions cost. But there can be rarely too high
Weakness Decrease Point ¢ security solutions cost or the

opposite case.
S Proposed scheme

In this section, we suggest techniques for selecting the
best security solution using NSGA-II, the MOGA men-
tioned in the previous section. As we mentioned in Sec-

tion 1, businesses and organizations want security solu-

tions that can get the most out of their business with
minimal cost. Park et al. have released a solution for

41, They tried to solve this problem using

this problem
the simple genetic algorithm and used a list of 10 virtual
security solutions in the experiment. In order to com-
pare the two schemes, we have coded programs that
perform as well as the simple genetic algorithms used in
Park et al. s paper'™’, and have created more new
virtual security solution lists and experimented. We
compared the results obtained using our scheme with

[14]

those obtained using Park et al. ’ s scheme™"". As a re-

1.1 we could

sult of using the scheme of Park et a
find three optimal solutions.

And also important in the genetic algorithm is the fit-
ness evaluation function. It is called as the fitness func-
tion. In the simple genetic algorithm used by Park et

al. 1%

, the fitness function considers only one objec-
tive; WDP. In MOGA, however, we can use multiple

objectives for fitness functions.

n

fi = Y, (100000 - ve,. s X ve,. ¢) (1)
i=1

L= Zvci.s X ve,. d (2)
=

In this paper, we used two fitness functions as shown
in Equations 1 and 2. Equation 1 uses (100000-the to-
tal cost of the solution) values for fitness calculations,
and Equation 2 uses the entire WDP of the solution for
fitness calculations. n is the number of the whole chro-
mosomes, in other words, n means the number of solu-
tions. wc means each chromosome structure. wve. d in-
cludes the decrease point of security weakness, and
ve. ¢ includes the cost for selecting that solution. wve. s
includes the binary number for checking whether each
solution was selected or not selected. So if ve. s s val-

ue is 0, that means the solution was not selected.

100000

80000 ~
60000 ~
40000 AN

20000

0
0 10000 20000 30000 40000 50000 60000 70000 80000 90000 100000

Fig.3 The graph about selecting security solution using NS-
GA-II.
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Fig. 3 compares the best virtual security solutions se-
lected using the NSGA-II algorithm to the best virtual
security solutions selected using the simple genetic algo-
rithm. The horizontal axis indicates the value of f;, and
the vertical axis indicates the value of f,. The results of
using the existing Park et al. > s scheme'"’ have re-
versed the cost value for easy comparison. Therefore,
the cost of the original research is actually 100000 times
the original cost. For the sake of clarity, we plotted the
results of original research as red squares and the re-
sults of our research as black dots. Using the NSGA-II-
based security solution selection scheme we have stud-
ied, we can confirm that the selected security solution
set forms the Pareto-frontier and completely dominates
the results of existing papers. The results of this paper
provide a variety of choices, from low cost solution se-

lection to high cost solution selection.
6 Conclusion

In this paper, we propose a scheme to efficiently select
the security solutions required by corporations and or-
ganizations using NSGA-Il in terms of various objec-
tives; cost and value. The proposed method was able to
find optimal solutions considering various objectives and
showed superiority in the process and performance of
fitness evaluation compared to existing papers using
simple genetic algorithm. More detailed study on how to
quantify the Weakness Decrease Point ( WDP) should
be conducted and the stability and performance of NS-
GA-III developed by NSGA-II should be verified.
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