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Abstract
Understanding how ozone (O3) and fine particulate matter (PM) formation respond to the precursor concentrations in the
presence of biogenic emissions (BEs) and thereby changes in health effects can be a key step to design effective air quality
management plans. This is particularly true in the Seoul Metropolitan Area (SMA), where future significant controls of anthro-
pogenic sources of O3 and PM2.5 precursors are expected. In this paper, we investigate the effects of BEs on O3 and fine PM
(PM2.5) concentrations during a strong photochemical air pollution season in the SMA inKorea. O3 and PM2.5 levels are modeled
with and without BEs in June 2008. Further, we perform the health impact assessments (HIA) of O3 and PM2.5 concentration
changes due to BEs to seek useful implications for air quality management by utilizing the adjusted exposure concentration fields
for O3 and PM2.5 with an observation fusing (OBF) method. With BEs, daily maximum 8-h average O3 (maximum 8-h O3) and
secondary organic aerosol (SOA) concentrations in the SMA increase by 17 and 474%, respectively. These increments are
associated with significant consumption of photochemical oxidants (Ox), such as a ~ 60% reduction in OH∙ radicals. The
reduction in Ox, conversely, lowers the production of secondary inorganic aerosols (SIOAs) by 2.7%. Adjusted O3 and PM2.5

exposure metrics and the subsequent HIA reveal that large mean increments of O3, about 8.43 ppb, due to BEs are responsible for
approximately 62 all-cause premature mortalities in the SMA in June. However, mean increment of PM2.5 due to BEs is
approximately 0.3 μgm−3 and results in negligible impacts on the all-cause mortality. Significant correlations of O3 and mortality
rates (MR) with the VOC/NOx ratios across the SMA suggest that controlling volatile organic compounds (VOCs) from
anthropogenic sources can be a priority to reduce O3 levels and population health risks in the SMA. Specifically, linear
relationships of log [O3] and log [MR] to log [VOC/NOx] ensure that a 10% decrease in the VOC/NOx ratios through the
VOC abatements would lead to a 1.5% decrease in the O3 levels and a 4.3% decrease in the MR on average across the SMA.
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Introduction

Urban air pollution can affect human mortality and morbidity.
The major causes of such adverse effects are exposure to
ozone (O3) and particulate matter (PM) with a diameter of
up to 2.5 μm (hereafter, PM2.5) (WHO 2013). Populations in
most East Asian metropolitan city areas have been exposed to
hazardous levels of O3 and PM air pollution, increasing the
risk of premature death. For example, a 10 μg m−3 increase in
maximum 8-h average O3 (maximum 8-h O3) concentration in
summer was associated with a 0.45% (95% posterior interval
(PI) 0.36–0.55) increase in daily mortality in Korea (Chen et
al. 2014a). A 10μgm−3 increase in 24-h average PM2.5 (mean
24-h PM2.5) was associated with a 0.36% (95% CI 0.16–1.73)
increase in daily mortality in Shanghai metropolitan area in
China (Kan et al. 2007).
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Reducing the risks of population exposure to O3 and PM2.5

has been a focus of air quality control policy due to heightened
awareness and concern over the adverse health effects of these
pollutants (Wesson et al. 2010; Hubbell 2012). In this context,
the Korean Ministry of Environment (MoE) included O3 and
PM2.5 as priority control targets in the second phase of the
Seoul Metropolitan Air Quality Improvement Plan
(SMAQIP-II) for 2015–2024 (MoE 2015). The SMAQIP-II
highlights the need to establish a risk-basedmanagement strat-
egy, including reducing population health risks in areas
experiencing high concentrations of O3 and PM2.5, namely,
hotspots, in the Seoul Metropolitan Area (SMA) (MoE
2015). This risk-based approach requires consolidated scien-
tific data based on an improved understanding of the roles and
effects of various emissions on air quality, population expo-
sure, and health risk (Hubbell 2012). However, there is limited
number of studies integrating such multiple aspects and pro-
viding useful insights for future design of a risk-based air
quality management in Korea.

Formation of O3 and secondary organic aerosols (SOAs)
involves complex photochemical processes that are sensi-
tive to the emission strength of precursor species, such as
volatile organic compounds (VOCs) and NOx (Atkinson
2000; Finlayson-Pitts and Pitts 2000). In particular, biogen-
ic emissions (BEs), which generally contain highly reactive
VOC species, can significantly contribute to O3 and SOA
formation in urban and surrounding regional atmospheric
environments with high NOx emissions from anthropogen-
ic sources and prevailing strong sunlight (Atkinson and
Arey 2003). Recent 3-D photochemical transport modeling
experiments in East Asia show the significant contribution
of BEs to O3 and SOA production through the interactions
with anthropogenic emissions in urban metropolitan areas.
For example, at the Taehwa Research Forest site in the
SMA of Korea in June 2011, increases of 5–20 ppb in day-
time hourly O3 were simulated due to the effect of BEs
(Kim et al. 2013). In addition, across 191 sites within the
Tokyo Metropolitan Area (TMA) of Japan in August 2005,
an average increase of 14 ppb was simulated in the daytime
maximum O3, and dominant fractions of SOAs from BEs
were simulated in the organic aerosol composition (Chatani
et al. 2015).

Previous studies have suggested two important factors
in emission behavior. First, from an air quality perspec-
tive, the impact of BEs on urban O3 and PM pollution
can vary by region due to different emission strengths
and photochemical regimes. Second, from a health risk
perspective, certain changes in O3 and PM air quality
due to BEs can change the level of population expo-
sure. These two factors are connected, but few studies
have investigated them simultaneously. A more thorough
study of these interconnected factors could provide use-
ful information for risk-based air quality management to

agencies concerned with air quality and human health
protection.

In this study, we first examined BE-related changes in O3

and PM2.5 concentrations using a 3-D air quality model
(AQM) and subsequently assessed the health impacts due
to these concentration changes. In the health impact assess-
ment (HIA) applying AQM, reducing biases in predicted
concentration fields is an important task (Huang et al.
2017; Dionisio et al. 2016; Chen et al. 2014b). Thus, we
applied an observation data fusing (OBF) approach com-
bining the observations and modeled data with a spatial
interpolation method to produce more improved air pollu-
tion concentration fields for HIA. As the study region, we
choose the SMA in Korea. The SMA is a highly developed
urban community, where various anthropogenic emission
sources and densely vegetated areas coexist.

Method and data

Modeling framework

The implemented air quality simulation framework includes
four modeling systems. The first system is the Fifth-
Generation NCAR/Pennsylvania State Meso-scale Model
(MM5) for meteorology (Grell et al. 1994), assimilated with
10mAdvanced Scatterometer (ASCAT) wind data (Park et al.
2011). We further adjusted the MM5 outputs using monitored
temperature, wind speed, and rain intensity data from 11 sites
(see Fig. 1b) maintained by the Korea Meteorological
Administration. The modeled temperature, wind speed, and
rain intensity values were adjusted at every grid cell by using
a set of temporally varying observation-to-model ratios for
corresponding variables (Kim et al. 2014). The resultant tem-
perature, wind speed, and rain data show reduced bias uncer-
tainties and almost perfectly capture the observations (Fig.
S1). The second system is the Sparse Matrix Operator
Kernel Emissions (SMOKE) model for anthropogenic emis-
sions, updated with detailed spatial and temporal surrogate
databases in Asia (Woo et al. 2012). The third system is the
Model of Emissions of Gases and Aerosols from Nature
(MEGAN) v2.04 (Guenther et al. 2006) for BEs, updated with
the Korean plant functional type (KORPFT) information
(Kim et al. 2014). The last system is the Community
Multiscale Air Quality (CMAQ) v4.6 for modeling chemistry
and transport (Byun and Schere 2006). We used the State Air
Pollution Research Center mechanism version 1999 (SAPRC-
99) (Carter 2000) for the CMAQ gas-phase chemical mecha-
nism. We also used the AERO3 module (Binkowski and
Roselle 2003), which includes the SOA_NEWT module
(Schell et al. 2001) for SOA formation and the ISORROPIA
module (Nenes et al. 1998) for inorganic aerosol equilibrium,
for CMAQ aerosol formation.
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Air quality simulation

We used a three-domain system for meteorology and air qual-
ity simulation, consisting of 20 vertical layers to resolve the
atmosphere between the surface and 100 hPa in the sigma
vertical coordinate. The three domains include horizontal res-
olutions of 27 × 27 km2 for the largest, 9 × 9 km2 for the sec-
ond largest, and 3 × 3 km2 for the smallest domain, for the
nested simulations (refer to Fig. 1a). The anthropogenic emis-
sion inventory used for SMOKE emission processing is a
merged version of the INTEX 2006 (Zhang et al. 2009) and
TRACE-P 2000 inventories (Streets et al. 2003). More details
on the simulation are documented in Kim et al. (2014). Based
on these emissions and meteorological inputs, we performed
one-way-nested CMAQ simulations at the three domains for
May 28–June 30, 2008, with a 4-day spin-up period. We used
June as our study period because it lies within a major photo-
chemical pollution season in Korea. Detailed analyses of the
change in O3 and PM2.5 due to the presence of BEs were
performed focusing on the smallest domain, including the
SMA region with the highest resolution modeling grids (Fig.
1b).

Performance evaluation

To examine the BE-driven O3 and PM2.5 pollution chang-
es, we first performed CMAQ simulations assuming the
presence of BEs ([A + B] scenario) and their absence
([A] scenario). Second, we developed air pollution metric
sets using simulated air quality fields for O3 and PM2.5

with a 3 km × 3 km resolution for each scenario. The
chosen pollution metrics include daily maximum 8-h O3,
maximum 1-h O3, mean of 8-h average O3 (mean 8-h
O3), mean 24-h PM10, and mean 24-h PM2.5. Third, we
compared the O3 and PM metrics derived from the simu-
lated concentration fields with corresponding measure-
ments in the ambient air quality monitoring network, 148
ambient stations for O3 and for PM (Fig. 1b). The aim of
this comparison was to investigate the effect of added BEs
on the modeling performance for the pollution metrics.
Meanwhile, it should be noted that for PM, we only
checked the mean 24-h PM10 performance because PM2.5

observations were unavailable. For performance criteria,
we referred to Russell and Dennis (2000) for O3 and
Boylan and Russell (2006) for PM10.

Fig. 1 The modeling domain. The smallest domain is a 3 × 3 km2 grid system domain covering our study area, the SMA, Seoul, Incheon, and Gyeonggi.
Met., meteorological; AQ, air quality
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Observation data-fusion

To obtain less-biased O3 and PM2.5 concentration fields for
HIA, we conducted the observation data-fusion (OBF) based
on the inverse distance weighting (IDW) technique using the
differences between observations and CMAQ predictions at
the locations of surface monitoring sites (Chen et al. 2014b).
The IDW was conducted in the R statistical computing envi-
ronment (R Core Team 2018) using the gstat package
(Pebesma and Graeler 2018). The observation data-fused
CMAQ (CMAQ-OBF) concentration fields were derived by
the following three steps:

Step (1) Primarily for the [A + B] case, the location-specific
differences between observations and CMAQ pre-
dictions (δci) for O3 and PM10 are interpolated to all
grid cells applying the following IDW method:

δc xð Þ ¼ ∑
N

i¼1

wi xð Þδci
∑N

j¼1wi xð Þ ð1Þ

wi xð Þ ¼ d x; xið Þ−p ð2Þ
where x is the center of a grid cell in the model
domain, wi(x) is the weight represented by the in-
verse of the distance between the interpolation lo-
cation x and the observation sites xi raised to the
power (p), and δc(x) is the estimated difference be-
tween the expected pollutant concentration and the
model prediction at the grid cell.

Step (2) The expected (i.e., observation fused) concentration

(c
0
p xð ÞÞ for O3 and PM10 for the [A + B] case is

derived at each grid cell by the following:

c
0
p xð Þ ¼ cp xð Þ þ δc xð Þ ð3Þ

Step (3) O3 and PM2.5 concentration fields for the [A] case
are corrected by using the output from step 2 (i.e.,

c
0
p xð Þ ). For O3, the concentrations for the [A] case

are directly obtained by multiplying the c
0
p xð Þ

values for O3 by the CMAQ simulated [A]-
to-[A + B] ratios for O3. Meanwhile, derivation of
PM2.5 concentrations for the [A] case requires one
more procedure. Firstly, PM10 fields for the [A] case

are derived bymultiplying the c
0
p xð Þ values of PM10

by the corresponding CMAQ [A]-to-[A + B] ratios.
Then, the PM2.5 fields for the [A] case are corrected
by multiplying the previously derived PM10 fields
for the [A] case by the CMAQ PM2.5-to-PM10

ratios.

Health impact assessment

We calculated the mortalities (M) that are attributable to the
BE-driven O3 and PM2.5 pollution changes by using the fol-
lowing equation:

M ¼ 1−exp −βΔCð Þð ÞM 0P ð4Þ

where β is the health impaction function (HIF) parameter and
ΔC is the daily O3 and PM2.5 pollution changes (i.e.,ΔO3 and
ΔPM2.5) for June 2008.M0 is the baseline mortality incidence
rate for June 2008 and P is the total population from 0 to
99 years old. To derive ΔO3 and ΔPM2.5, we used the
CMAQ-OBF concentration fields with two scenarios (i.e.,
[A + B] and [A]). By taking the difference of these two sets
of concentration fields, we developed daily ΔC for O3 and
PM2.5 at each 3 km × 3 km model grid unit.

The population (P) was based on the 2010 Korea popula-
tion census data from the Statistics Korea (KOSTAT: http://
kostat.go.kr/). We mapped these census data into the finer
administrative level (Si-Gun-Gu) grid-shape files using an
ArcGIS tool. Then, we distributed the mapped data into each
of the model grid cell by zonal averaging and area weighting
methods under the assumption of evenly distributed popula-
tion within a base geographic unit. The constructed population
distribution well illustrates that Seoul is the most populated
region (Fig. S2, a). The used death count data were construct-
ed based on the daily death counts at the Si-Gun-Gu unit for
June 2008 obtained fromKOSTAT. In our short-termHIA, we
only considered mortalities due to all causes (all-cause). The
all-cause excludes the mortalities by accidental cases.
According to the International Classification of Disease,
Tenth Revision (ICD-10; WHO 1994), we extracted the death
counts for all causes (codes A00–R99). Like population, we
constructed the death count distribution datasets for all-cause
at the 3 km × 3 km resolution. Using the pre-constructed pop-
ulation and death count distribution data sets, we created the
baseline mortality incidence rates at 3 km × 3 km resolution
during June 2008. The constructed map for the incidence rate
indicates that Seoul is the most vulnerable region to the all
cause (Fig. S2, b).

For the HIF parameter (β), we chose the excess risk
(ER) values drawn by Chen et al. (2014a) and Lee et al.
(2015) for O3 daily mortality across seven Korean cities
during summer and for PM2.5 short-term mortality across
11 East Asian cities (including two metropolitan cities in
Korea) during warm season, respectively (Table 1). We
converted the chosen ERs into β values by using the
following relationship:

β ¼ ln RRð Þ=ΔC ð5Þ
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where RR is the relative risk of mortality (RR=(1 +
ER(%))/100) for a given ΔC for a pollutant. More details
about the derivation of health impact functions are well-
documented at the US EPA (2012).

Results and discussions

Changes in emissions

The emissions from the two scenarios are summarized in
Table 2 for major particulate and gaseous species. The biogen-
ic source causes a significant increase in total non-methane
VOC (NMVOC) emissions, although the number for Seoul
is low. The predicted increases in total NMVOC emissions
were 132% for the entire domain, 56% in the SMA, 2% in
Seoul, 19% in Incheon, and 119% in Gyeonggi, and 434% in
the other regions.

Meanwhile, the contribution of the biogenic NO to total
NOx (= NO +NO2) emissions in the domain was small, show-
ing an increase of less than 2% compared to the total (0.7% in
the entire domain, 0.3% in the SMA, 0.01% in Seoul, 0.1% in
Incheon, and 0.6% in Gyeonggi, and 2% in the other regions).
Although the relative amount of biogenic NO was small, its
role in the O3 and secondary aerosol related photochemistry
was noteworthy in the SMA. The BEffects on O3 and PM2.5

concentrations^ section gives a detailed explanation of this
topic. Meanwhile, it should be noted that our emission model-
ing considers anthropogenic emissions as the only sources of
NO2, SO2, NH3, and PM2.5. Thus, these species show no
changes in emissions between scenarios.

The spatial distribution plots reveal that Seoul is a hotspot
region for anthropogenic emissions of PM2.5, NOx, NH3, SO2,
and NMVOCs (Fig. 2a–d and Fig. 3a). Seoul has no prevail-
ing significant BE sources (Fig. 3b,e), but it is surrounded by
abundant BE sources for NMVOC and NO. In the [A] scenar-
io, relatively low values of VOC/NOx emission ratios (unit
mol C mol−1) were distributed across the domain (i.e., VOC/
NOx < 4). However, in the [A + B] scenario, there were no-
ticeable increases in the VOC/NOx emission ratios, exceeding
500 in some suburban and rural areas of Gyeonggi, Incheon,
and their neighboring locations. The VOC/NOx emission ra-
tios were not significantly altered in Seoul (Fig. 3g–i).

Evaluation of air quality metrics before and after OBF

The performance statistics based on raw CMAQ results for
individual O3 and PM10 metrics are summarized in Table
S1. The inclusion of BEs readily improved the model perfor-
mance for O3 and PM. Nonetheless, future efforts should
achieve better predictions. The differences in monthly aver-
aged air quality metrics between the [A] and [A + B] scenarios
were not small, especially for O3, which showed an overall
difference of 5–7 ppb. For maximum 1-h O3, the normalized
mean bias (NMB) and the normalized mean error (NME) of
the CMAQ-[A + B] case exceeded the US EPA’s model per-
formance standards (MPS) of ≤ 15% for NMB and ≤ 35% for
NME, by 4 and 1%, respectively. For maximum 8-h O3, the
NMB for the CMAQ-[A + B] case exceeded the US EPA’s
MPS by 6%, whereas the NME fell within the standards.
For mean 24-h PM10, the mean fractional bias (MFB) was
satisfactory for the MPS (i.e., MFB ≤ ± 30%) but the mean
fractional error (MFE) exceeded the MPS (i.e., MFE ≤ +
75%) by 13%. The correlations between all metric variable
data for O3 and PM10 derived from the raw CMAQ results and
corresponding metric data from monitoring stations were
moderate (r = 0.42–0.64). Overall, the raw CMAQ-[A + B]
results show large under-predictions when compared to the
observations.

Because the accuracy of the air quality concentration fields
is an important factor for the reliable health impact assessment
(Huang et al. 2017; Dionisio et al. 2016; Chen et al. 2014b),
we conducted the bias correction for the raw CMAQ-[A + B]
results by applying the OBF method described in the
BObservation data-fusion^ section. To evaluate the OBF
method, we performed cross-validation (CV) at randomly se-
lected (RS) 16 monitors (10% of total number of monitors).
For CV, we first performed the OBF at all grid cells in the
model domain after withholding the data at the locations of the
RS 16 monitors. After that, we evaluated the OBF results (i.e.,
CMAQ-OBF for the [A + B] case) at the locations of the RS
16 monitors. Figure S3 and Table S2 indicate the significant
improvements after OBF in reproducing the time changes and
the reductions of bias and errors in metric values for O3 and
PM10 at the RS 16 sites compared to the raw CMAQ results.
This implied that OBF using all 148 monitors’ data can further
improve the accuracy of O3 and PM10 air quality metrics. In

Table 1 Main characteristics of the excess ratio (ER (%)) at all ages adopted for this study. The tabulated ERs are associated with a change in O3 and
PM2.5 concentrations of 10 ppb and 10 μg m−3, respectively

Metric Study area Period Mean concentration ER (%) 95% CI Reference

Max 8-h O3 7 Korean cities 1999–2010 summer 44.1–50.3 0.89 (0.71, 1.09) Chen et al. (2014a)

Mean 24-h PM2.5 11 East Asian cities including two
Korean cities (Seoul and Busan)

2001–2009 warm season
(April–September)

17.7–69.9 0.29 (− 0.05, 0.62) Lee et al. (2015)

Air Qual Atmos Health (2018) 11:1021–1035 1025



reality, the OBF with full monitoring dataset led to great im-
provements in reproducing the temporal variability (Fig. 4)
and large reductions of prediction bias and errors (see
Tables 3 and S1) for O3 and PM10 air quality metric values
compared to the raw CMAQ results. For example, the OBF

using full monitor’s data led to the increased R2 values from
0.25 to 0.71 for maximum 8-h O3 and from 0.19 to 0.85 for
24-h mean PM10. The size of bias also reduced from 9.5 to
0.27 ppb for maximum 8-h O3 and 5.0 to 0.64μgm

−3 for 24-h
mean PM10. Furthermore, the reconstructed O3 and PM10 air

Fig. 2 Distributions of monthly anthropogenic aerosol and gaseous emissions in the study domain. B[A]^ indicates the anthropogenic-only case

Table 2 Summary of the emissions during June 2008 used in the simulations (unit gigagram month−1). The SMA region includes Seoul, Incheon, and
Gyeonggi. B[A + B]^ and B[A]^ indicate the combined anthropogenic-biogenic case and anthropogenic-only case, respectively

Source NO NO2 NMVOC NH3 SO2 PM2.5

Domain all [A] 19.754 1.76 18.32 4.29 9.39 6.92

[A +B] 19.897 1.76 42.52 4.29 9.39 6.92

SMA Seoul [A] 6.042 0.54 6.36 0.57 2.92 1.81

[A +B] 6.043 0.54 6.51 0.57 2.92 1.81

Incheon [A] 1.850 0.16 1.82 0.25 0.68 0.46

[A +B] 1.853 0.16 2.17 0.25 0.68 0.46

Gyeonggi [A] 6.349 0.57 6.44 1.6 3.75 2.93

[A +B] 6.392 0.57 14.12 1.6 3.75 2.93

SMA-Total [A] 14.241 1.27 14.62 2.41 7.35 5.2

[A +B] 14.287 1.27 22.79 2.41 7.35 5.2

Other regions [A] 5.513 0.49 3.69 1.88 2.04 1.72

[A +B] 5.610 0.49 19.72 1.88 2.04 1.72
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quality metric fields for the [A] case through the step 3 in the
BObservation data-fusion^ section also obtained substantial
improvements in the performance while sustaining their rela-
tive magnitude to the corresponding data for the [A + B] case
(i.e., [A]-to-[A + B] ratio).

Effects on O3 and PM2.5 concentrations

In this section, we examine the spatial pattern and size of O3

and PM2.5 concentration changes driven by the effects of BEs
on atmospheric chemical system in the SMA. Conversely, it
can provide useful information to understand how anthropo-
genic emissions spatially interact with BEs in the course of O3

and PM formations in the SMA. For this analysis, the raw
CMAQ data sets are used because the data fusion were not
conducted for precursor species of O3 and PM due to lack of
data. Because the [A]-to-[A + B] ratios for O3 and PM remain
stable before and after the OBF in the model domain, CMAQ-
raw data can be used to analyze the patterns of O3 and PM

changes associated with BEs in the SMA. Simulated monthly
changes in daily maximum 8-h O3 (hereafter, O3) and mean
24-h PM2.5 (PM2.5) concentrations are illustrated in Fig. 5.

The predicted monthly average daily O3 concentrations for
the [A] scenario in the SMA were 46.54 ppb, 27.46 ppb in
Seoul, 50.61 ppb in Incheon, and 46.37 ppb in Gyeonggi. Due
to the effects of BEs, O3 increased by 16.97% (7.90 ppb)
across the SMA (Fig. 5a,b). Seoul, 24.90% (6.84 ppb),
showed the largest rate of O3 increase, followed by Incheon,
17.51% (8.86 ppb), and Gyeonggi, 16.71% (7.75 ppb). These
widespread O3 patterns of increase are due to an accelerated
NO2–NO–O3 cycling system connected to the VOC oxidation
cycle in the study domain. In the atmospheric VOC oxidation
cycle, increases in NMVOC (Fig. S4, a1–a3) dominate be-
cause the additional BEs consume significant hydroxyl radi-
cals (OH∙) (Fig. S4, c1–c3) and produce additional oxidants
(e.g., organic peroxy (RO2

∙) and hydroperoxy (HO2
∙) radicals)

and a number of byproducts, such as secondary VOCs
(SVOC, e.g., formaldehyde (HCHO) and methyl vinyl ketone

Fig. 3 Emission distributions of important precursor species for O3 and aerosol formation and the VOC/NOx ratio. B[A + B]^ indicates the combined
anthropogenic-biogenic case

Air Qual Atmos Health (2018) 11:1021–1035 1027



(MVK)) and numerous condensable products. Enriched
peroxy radicals provide increased amounts of NO2 to the
NO2–NO–O3 cycling system in the domain by catalyzing
the NO→NO2 conversion and reproducing OH∙. Then, very
rapid photodissociation of NO2 produces oxygen atoms and
leads to daytime O3 production in the domain. However, at
nighttime, O3 titration by NO from both biogenic and anthro-
pogenic sources causes NO2 regeneration which in turn leads
to NO3 radical formation and subsequent daytime formation
of HNO3. The daytime HNO3 production is known to be a
major sink of NOx. In most SMA in early summer, however,
HNO3 formation was most likely not important for the de-
struction of NOx due to widespread effects of biogenically
emitted VOC concentrations on photochemical environment.
Rather than HNO3 formation reaction, peroxyacetylnitrate
(PAN) production increased in importance as the radical envi-
ronment is shifted in favor of peroxy radicals due to large

increase in VOC levels relative to NOx in most SMA (e.g.,
Fig. S4, e1–e3). Namely, abundant peroxyacetyl radicals
(CH3C(O)OO

∙) due to additional oxidations of SVOC signif-
icantly increase the concentration of peroxyacetylnitrate
(PAN) in the domain (Fig. S4, b1–b3) via reactions with
NO2 (Seinfeld and Pandis 1998). Consequently, the domain
experienced a significant increase in the O3 (Fig. 5a,b) and
overall decrease in the NOx concentration except in some
northern boundary areas where they showed some increases
(0.1–6%) in the NOx concentration (Fig. S4, d1–d3) due to the
influence of locally emitted biogenic NO (Fig. 3e).

The predicted monthly average PM2.5 concentrations with
[A] scenario were 19.2 μg m−3 in the SMA, 44.94 μg m−3 in
Seoul, 18.29 μg m−3 in Incheon, and 18.90 μg m−3 in
Gyeonggi. Due to the addition of BEs, PM2.5 concentration
increased by 1.0% (0.2 μg m−3) on average across the SMA,
with a maximum increasing concentration of 0.7 μg m−3

Fig. 4 Linear regression between observation (OBS) and predicted (CMAQ) daily averaged O3 and PM10 concentrations for June 2008. The predictions
are based on raw (a, b, c, and d) and observation data fused (e, f, g, and h) CMAQ results averaged at all monitoring stations

Table 3 Summary of the model performance evaluation for the O3 and PM2.5 air quality metrics after observation data fusion (OBF). BObs^ indicates
observed concentrations

O3 Mean (ppb) MB (ppb) NMB (%) NME (%) R2

(147 sites) Obs [A +B] [A] [A + B] [A] [A + B] [A] [A + B] [A] [A + B] [A]

Max 8-h 46.00 45.73 37.49 − 0.27 − 8.50 − 0.58 − 18.49 11.76 23.16 0.71 0.59

Max 1-h 53.40 54.04 44.15 0.63 − 9.25 1.19 − 17.32 16.24 24.90 0.68 0.52

Mean 8-h 29.12 29.56 24.35 0.43 − 4.78 1.92 − 16.05 13.33 22.76 0.67 0.59

PM10 Mean (μg m−3) MB (μg m−3) MFB (%) MFE (%) R2

(147 sites) Obs. [A +B] [A] [A + B] [A] [A + B] [A] [A + B] [A] [A + B] [A]

Mean 24-h 45.91 45.27 45.08 − 0.64 − 0.83 − 3.11 − 3.61 20.87 21.12 0.85 0.84
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(1.06%) in eastern Gyeonggi (Fig. 5c,d), which showed
higher increase in NMVOC emissions (Fig. 3a–c).
Conversely, some southwestern areas, e.g., in Gyeonggi and
Chungnam, showed a slight decrease in PM2.5, 0.5%
(0.08 μg m−3) on average, with a maximum of 0.4 μg m−3

(Fig. 5c,d). Possible causes of these trends will be presented
later in this section. In the SMA, Gyeonggi showed the largest
increasing rate, 1.16% (0.22 μg m−3), followed by Seoul,
0.62% (0.28 μg m−3), and Incheon, 0.48% (0.09 μg m−3).
Biogenic secondary organic aerosols (BSOAs) were the major
contributors to the domain-wide PM2.5 increase, except for
some southwestern areas. Supplemented NMVOC budgets
by BEs, e.g., monoterpene and some aromatic compounds,
enhanced SOA formation via reactions with atmospheric ox-
idants (Atkinson 2000; Odum et al. 1997; Platt et al. 1990;
Winer et al. 1984). While this resulted in an increase in SOAs
(Fig. 6a,b), the concentrations of oxidants somewhat de-
creased (Fig. S4, c1–c3 and Fig. S4, f1–f3).

The predicted decrease in secondary inorganic aerosols
(SIOAs) was accompanied by the increase in SOAs across
the domain (Fig. 6). It should be noted that SIOAs are attrib-
uted only to anthropogenic sources (SIOAs = sulfate aerosols
(ASO4) + ammonium aerosols (ANH4) + nitrate aerosols

(ANO3)), while SOAs include both anthropogenic and bio-
genic sources (i.e., SOAs = ASOAs + BSOAs). Across the do-
main, the increase and decrease in the SOA and SIOA con-
centration amounted to 0.42 and 0.26 μg m−3, respectively.
Consequently, the net increase in the PM2.5 concentration was
0.16 μg m−3. The changes in PM2.5 in the SMA, including
Seoul, Incheon, and Gyeonggi, can be explained in a similar
way (Table 4). The contribution of changes in ASOAs to the
total SOA mass change across the domain was less than 5%,
suggesting that the increase in BSOAs was a major cause of
the net increase in PM2.5 levels. In contrast, the slight decrease
in predicted PM2.5 in some Gyeonggi and southwestern areas
was associated with a relatively large decrease in SIOAs (see
Table 4). Over the areas where PM2.5 decreased, the average
SOA increase was 0.26 μg m−3 and SIOA decrease was
0.38 μg m−3, and the net decrease in PM2.5 was
0.12 μg m−3. Meanwhile, it should be noted that using more
recent version of models equipped with more advanced aero-
sol mechanisms may better simulate increases in SOAs due to
emission changes (e.g., Carlton et al. 2010).

The overall decreasing trends in SIOAs (Fig. 6c,d) were
mainly affected by the parallel decreasing trends in important
oxidants, such as OH∙ (Fig. S4, c1–c3) and NO3 (Fig. S4, f1–

Fig. 5 Monthly averaged concentrations of O3 and PM2.5 for the anthropogenic-only case and percent changes in these concentrations due to the added
biogenic emission (BE) effects: (a) maximum 8-h O3, (b) mean 24-h PM2.5, (c) changes in maximum 8-h O3, and (d) changes in mean 24-h PM2.5
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f3) in the SMA, except for Seoul and some Incheon and
Gyeonggi areas. Due to the addition of BEs in the O3 and
SOA formation cycles, the average OH and NO3 levels de-
creased on average 65% and 47% over the land area and 58%
and 42% over the SMA region, respectively. These decreases
in OH and NO3 slow down the overall production of the major
precursors of SIOA such as HNO3 and sulfuric acid (H2SO4)
in the domain. Unlike other areas, there were increases in OH∙

and NO3 in Seoul and some Incheon and Gyeonggi areas
where high concentrations of anthropogenic NOx are emitted
(Fig. 2c). The OH increase in these areas can be explained by
the enhanced OH∙ recycling (i.e., HO2

∙ +NO→OH∙ +NO2)

in these areas due to the added biogenic NO emissions. This
explanation is supported by strong positive correlations be-
tween OH and NO emission changes (Fig. S5, a) and signif-
icant contribution of westerly–northwesterly and easterly–
northeasterly flows to mean OH concentration (Fig. S5, b) in
the OH-increasing areas (see the figure insets in Fig. S5, a).
Namely, the OH concentrations in those areas were non-
linearly or linearly increased by both added NO concentra-
tions from inner biogenic sources and transportation from sur-
rounding biogenic source areas. This indicates that biogenic
NO emissions play a significant source of the OH increase in
major anthropogenic NOx source areas in the SMA. On the

Fig. 6 Monthly averaged concentrations of secondary PM components
for the anthropogenic-only case and percent changes in these concentra-
tions due to the added effects of BEs: (a) and (b) show SOA and SIOA

concentrations, respectively. (c) and (d) show the changes in SOA and
SIOA concentrations, respectively

Table 4 Changes in themonthly average of the daily mean 24-h PM2.5 concentrations attributed to the net changes in themonthly average of secondary
organic aerosol (SOA) and secondary inorganic aerosol (SIOA) concentrations in the SMA region and PM2.5-decreasing areas (unit μg m−3)

Region PM2.5 (% change) SOA (% change) SIOA (% change)

SMA 0.20 (1.05) 0.43 (473.77) − 0.23 (− 2.72)
Seoul 0.28 (0.62) 0.47 (375.00) − 0.19 (− 1.75)
Incheon 0.09 (0.48) 0.37 (374.79) − 0.28 (− 3.30)
Gyeonggi 0.22 (1.16) 0.44 (496.78) − 0.22 (− 2.67)

PM-decreasing areas − 0.12 (− 0.89) 0.26 (325.81) − 0.38 (− 4.62)
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other hand, althoughmore active O3 photolysis due to increas-
ing O3 levels also can facilitate the OH increase (Han et al.
2013; Atkinson 2000), significant correlation between the O3

and the OH change was not observed in the selected OH-
increasing areas (graphical result is not seen here). This
reaffirms a major contribution of biogenic NO sources to the
OH increase.With these surplus OH∙ concentrations, the VOC
oxidation and NO2–NO–O3 cycles can become more active,
and NO3 production can be somewhat enhanced in those
areas. These explanations are supported by the increase in
NO3 levels, by 45% on average, exceeding those in high an-
thropogenic NOx-emitting areas (i.e., OH-increasing areas)
(Fig. S4, f1–f3). A slight increase in HNO3 (average 1% and
maximum 4%) in the southern part of Seoul and its vicinity
(Fig. S4, g1–g3) areas is also partly associated with such OH∙

increase.

Mortality impacts and interrelationship with pollution
variables

We calculated excess all-cause mortality due to short-term
exposure to O3 and PM2.5 concentrations attributable to BEs.
We used the observation-fused CMAQ results for maximum
8-h O3 and 24-h mean PM2.5 concentrations and the corre-
sponding HIF parameters from the most recent epidemiolog-
ical studies over multiple East Asian cities (Table 1). Daily
O3- and PM2.5-related all-cause mortalities were calculated at
each model grid and geographically aggregated (Table 5).

We estimate 62 (95% confidence interval 49–76) all-cause
premature mortalities in the SMA from short-term changes in
O3 concentrations associated with the influence of BEs during
June 2008. This is comparable to annual mortality impacts (51
premature deaths) of O3 in California in 2005 attributable to
emissions from two major sectors in the United States, such as
electric power generation and industry (Caiazzo et al. 2013).
We also estimate (22 (95% CI 18–28)) all-cause premature
deaths in Seoul in this study. This corresponds to approximate-
ly 65% of the avoidable annual all-cause deaths (34 (95%CI −
23 to 90)) for the 0–64-year age group in Seoul in 2005 when
attaining the WHO guidelines of daily maximum 8-h O3

(100 μg m−3 ≈ 50 ppb) (Bae and Park 2009). Although these
comparisons have some limitations, such as differences in HIF
parameter, study period, and age group, these suggest how
significantly large the impact of biogenic emissions on the
O3-related mortality estimations are.

In the previous section, we observed that O3 and PM aero-
sol formations in the SMA share nonlinear functions of inor-
ganic and organic precursor species from either or both an-
thropogenic and biogenic sources (Meng et al. 1997). As the
risk-based air quality management focusing on reductions of
the O3- and PM2.5-related population health impacts is being
highlighted in the SMA (i.e., SMAQIP-II), anthropogenic
sources of O3 and PM2.5 precursors are expected to be con-
trolled as the priority targets (Hogrefe et al. 2011). In reality, it
has been reported that over the past two decades, local and
regional management of precursor emissions has contributed
to reducing the occurrence of peak O3 episodes across Europe
(e.g., Borrego et al. (2016) and references therein). Therefore,
potential air policies in the SMA need to carefully consider
about how the O3 and PM2.5 concentrations and related health
risks will respond to the changes in their anthropogenic pre-
cursor concentrations in the presence of BEs. Namely, explor-
ing these connections could provide useful information for the
right direction of reducing O3- and PM2.5-related health risks
in the SMA. In this sense, we examined the changes in the
simulated O3 and PM2.5 levels and associated mortality rates
as a function of the simulated VOC/NOx ratios (unit ppb C/
ppb) in the SMA (Fig. 7). It should be noted that we did not
examine this for the PM2.5 case due to little impact of BEs on
PM2.5 and the mortalities across the SMA.

As shown in Fig. 7, the predicted VOC/NOx ratios across
the SMA fall between 0.4 and 5.1 ppb C/ppb. The predicted
O3 concentrations range from about 26 ppb over the strong
VOC-limited locations to 68 ppb over somewhat NOx-limited
locations in the SMA. Correspondingly, the estimated MR
values range from about 0.1 to 0.7 in the SMA. Polynomial
regression plots show that the predicted O3 concentrations
([A + B] case) are strongly correlated with the predicted
VOC/NOx ratios (r = 0.81) (Fig. 7a) and the estimated MR
are also significantly correlated with the VOC/NOx ratios

Table 5 Spatially aggregated monthly all-cause mortalities for O3 and PM2.5 attributable to the effects of BEs (period June 2008). Monthly O3 and
PM2.5 concentrations with the [A] case and resulted changes in O3 and PM2.5 concentrations (i.e., ΔC) due to the effects of BEs are also summarized

Region Max 8-h O3 Mean 24-h PM2.5

Mortality (95% CI) [A] (ppb) ΔC (% change) Mortality (95% CI) [A] (μg m−3) ΔC (% change)

SMA 62 (49–76) 49.22 8.43 ppb (17.48) 0.49 (− 0.08 to 1.04) 29.27 0.30 μg m−3 (1.13)

Seoul 22 (18–28) 34.06 8.52 ppb (25.66) 0.19 (− 0.03 to 0.4) 37.69 0.22 μg m−3 (0.60)

Incheon 7 (6–9) 51.28 9.23 ppb (18.15) 0.00 (− 0.00 to 0.01) 31.24 0.13 μg m−3 (0.43)

Gyeonggi 32 (26–40) 49.31 8.28 ppb (17.07) 0.29 (− 0.05 to 0.63) 28.72 0.33 μg m−3 (1.26)

Other areas 10 (8–12) 52.50 8.51 ppb (16.24) 0.08 (− 0.01 to 0.17) 25.92 0.28 μg m−3 (1.21)
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(r = 0.51) (Fig. 7b). In very VOC-sensitive locations (i.e., [L]
zone) where the VOC/NOx ratios range from 0.4 to 1.4, the O3

concentrations and the MR were predicted to logarithmically
increase. Whereas, in the [H] zone (VOC/NOx = 2.2–5.1), the
O3 concentrations and MR were predicted to increase in the
form of exponential function. Meanwhile, in the [M] zone
(VOC/NOx = 1.4–2.2), the O3 concentrations were simulated
to plateau, while MR continued to increase slightly. The O3

concentrations at the locations in both [L] and [H] zones
would apparently to be reduced effectively by lowering
VOC/NOx ratios by controlling anthropogenic VOC rather
than NOx emissions. Consequently, this would benefit to re-
duce population mortality risks in those zones. In contrast, in
the mid-level VOC/NOx ratio zone (i.e., [M] zone), it is not
clear whether the effective means are VOC-only reductions or
a combination of VOC and NOx for reducing O3. The trend
lines in the [M] zone in Fig. 7a,b imply that VOC reduction
would decrease the MR slightly but steadily although it may
not effectively reduce O3 concentrations. Thus, steady VOC
reductions would be necessary in terms of the mortality risk
reductions in this zone.

The linear log–log plots shown in the insets in the figures
support our overall idea stated previously by allowing a con-
cise statistical interpretation. For example, the linear relation-
ships of log [O3] and log [MR] to log [VOC/NOx] indicate
that a 10% (about 0.16) decrease in the VOC/NOx ratios is
associated with a 1.5% (about 0.9 ppb) decrease in the O3

levels and a 4.3% (about 0.014) decrease in the MR on aver-
age across the SMA, respectively (mean VOC/NOx = 1.6,
mean O3 = 57 ppb, and mean MR= 0.33). Meanwhile, VOC
control may not have spatially uniform effect on the O3 and
MR changes because the scattering ranges of O3 and MR as a
function of VOC/NOx in the SMA are large.

Limitations in this experiment

Although the CMAQ-based O3 and PM air quality metrics
(i.e., raw CMAQ output) generally capture the observed
values across the SMA region, these exhibited underestima-
tion errors. Similarly, previous CMAQ model evaluations in
the US revealed that all recent versions of the CMAQ models
(i.e., CMAQ versions 4.6, 4.7, 5.02, and 5.1) tend to underes-
timate PM2.5 concentrations in air quality station (AQS) sites
at summer (Appel et al. 2017; Carlton et al. 2010). In contrast
to PM2.5, O3 concentrations were consistently overestimated
by all recent versions of the CMAQ models (i.e., CMAQ
versions 4.6, 4.7, 5.02, and 5.1) in AQS sites in the US at
summer (Appel et al. 2017; Chai et al. 2013; Foley et al.
2010). These imply that model biases noted in previous ver-
sions are inherited to the latest versions (Foley et al. 2010).
Inadequate representation of atmospheric process in the ap-
plied air quality model is responsible for this systematic bias
(Appel et al. 2017; Carlton et al. 2010; Foley et al. 2010).

Recent versions of CMAQ models include aerosol forma-
tion pathways from isoprene, alkenes, and polycyclic aromatic
hydrocarbons (PAHs) to SOA (Appel et al. 2017; Foley et al.
2015; Carlton et al. 2010), but the CMAQ aerosol module in
our model framework does not. However, updating with new
models (i.e., CMAQ versions from 4.6 to 4.7 and 5.02 to 5.1)
only led to an increment of less than 1 μg m−3 in the predicted
daily PM2.5 concentrations during summer in the US. Thus,
using a recent version of CMAQ model (e.g., CMAQ version
4.7 or 5.1) would not significantly improve the observed neg-
ative biases in the predicted PM concentrations across the
SMA region although it could result in larger increments of
SOA over some locations with abundant BVOC sources com-
pared to the CMAQv4.6. Due to these effects, the overall size

Fig. 7 Spatial distribution of monthly max 8-h O3 ozone concentration
(O3) and mortality rate (MR) as a function of VOC/NOx ratio across the
SMA. MR is expressed in units of premature death per 100,000 people
per month. Figure insets in (a) and (b) represent log–log relationships

between the O3 and VOC/NOx and the MR and VOC/NOx, respectively.
Error bar in Fig. 7a indicates changes in O3 concentrations due to the
added effects of BE (i.e., ΔO3). [L], [M], and [H] indicate the low, mid,
and high VOC/NOx ratio zones in the SMA, respectively
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of PM2.5 differences (ΔPM2.5) between the [A + B] and [A]
scenarios are expected to be increased slightly in the SMA,
thereby slightly increasing PM2.5-related mortality estimates.

Unlike the case of PM2.5, using a new version of CMAQ,
particularly CMAQ version 5.1, could noticeably increase the
predicted O3 concentrations in the SMA. A recent model eval-
uation revealed that CMAQv5.1 updates to the clouds and
photolysis calculations lead to generally higher O3 mixing
due to reduced cloudiness and attenuation of photolysis (i.e.,
reduced NO titration) compared to the previously released
model, CMAQv5.02 (Appel et al. 2017). As a result, for the
summer, CMAQv5.1 resulted in from 2.0 to 10.0 ppb in-
creases in O3 concentrations in the eastern US compared to
CMAQv5.02. Large increases in daily O3 concentrations were
generally predicted in major urban areas. Thus, using a new
version of CMAQ, e.g., CMAQ version 5.1, would lead to
increase in the predicted O3 concentrations in the SMA, espe-
cially over high NOx-emitting urban city areas. As a result, the
overall size of O3 differences (ΔO3) between the [A + B] and
[A] scenarios are expected to be increased in the SMA, there-
by causing increased O3-related mortality estimates.

Collectively, using a new version of air quality model (i.e.,
CMAQv5.1) would reduce biases in the prediction of O3 and
PM2.5 in certain levels in the SMA (e.g., Appel et al. 2017).
However, this would have relatively small effect on the biases
in O3 and PM2.5 predictions compared to the effect of bias-
correction with observations (i.e., CMAQ-OBF) even if a new
version of model can guarantee better predictions of O3 and
PM2.5. Therefore, overall conclusions of our model study for
BE-related O3 and PM2.5 air quality change and subsequent
health impact assessment might not change significantly even
under new model system setting.

Besides the model uncertainty, there are additional limita-
tions to be noted for this study. First, city-specific values for
the health impact function parameter (i.e., ER) were not ap-
plied during the O3- and PM2.5-related mortality estimations
in the SMA due to the limited number of ERs for Korean
metropolitan cities. Using the city-specific ER values could
better represent city-specific air pollution-related health risk,
thereby better supporting a risk-based air quality decision-
making process. Another limitation is that the population in-
put for HIA is based on the 2010 Korea population census
data, but the real population during June 2008 may slightly
differ from this. Finally, the length of the model experiment
and the HIA in this study is not sufficiently long to establish a
conclusive size of the impacts of BEs on O3 and PM2.5 change
and related population mortality in the SMA.

Conclusions and recommendations

We investigated simulated changes in O3 and PM2.5 air quality
concentrations due to the impact of BEs during an early

summer period, and the subsequent effects on the population
mortality in the SMA, where significant future control of an-
thropogenic precursor emissions is expected. For more im-
proved mortality impact assessment, we utilized adjusted ex-
posure fields for O3 and PM2.5 with an OBF method.

The results suggest that BE-involved atmospheric chemical
processes (BEACP) that take place during early summer create
a short-term O3 air quality risk in the SMA, inducing increased
population mortality. Unlike O3, BEACP may not create sig-
nificant burdens in terms of PM2.5 air quality in the SMA,
thereby inducing negligible effects on population mortality.
The results also suggest that O3 concentrations and related
health risk in the SMA would be reduced through the steady
efforts on VOC reductions from anthropogenic sources. For
example, due to the effects of BEACP in June 2008, large
mean increments of O3, about 8.43 ppb, were responsible for
approximately 62 all-cause premature mortalities in the SMA
in June. Meanwhile, mean increment of PM2.5 due to BEs was
about 0.3 μg m−3 and its health effect was negligible. A 10%
decrease in the VOC/NOx ratios through the VOC controls
would lead to a 1.5% reduction in the O3 levels and a 4.3%
reduction in the MR on average across the SMA. The estimat-
ed size and trend of the mortality rates to the VOC/NOx ratios
may be useful to plan feasible controls for anthropogenic O3

precursor emissions, thereby reducing health risks.
Follow-up studies may need to be conducted over addition-

al periods, assuming other photochemical characteristics, and
using more recent versions of models equipped with up-to-
date algorithms so as to verify the representativeness of the
results. These series of studies could provide strengthened
scientific information to air and public health protection agen-
cies pursuing risk-based air quality management. Despite sev-
eral limitations, our work can be regarded as an important step
for an improvement in scientific confidence in the connections
between O3, PM, and health risk in the presence of BEs and
includes useful details for additional research to support the
continual call for designing a risk-based air quality manage-
ment in the SMA.
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