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Abstract: This study examines a distributed direct load control (DLC) problem for maximising customer welfare in a power
system for the network communication of energy management controllers (EMCs). A model is first built to describe the
dynamics and communication intervals of the EMCs with a distributed and uniform controller. The controller conditions are then
derived to stabilise the system and to converge the power imbalance to zero at an assigned rate. The control condition that
maximises customer welfare is then found. Furthermore, an optimal controller that maximises customer welfare over a given
network communication is proposed, and the performance degradation caused by distributed management is evaluated. This
study reveals that even though moving from a centralised to a distributed DLC can degrade customer welfare, this degradation
can be reduced by considering consumer properties and network topologies of the EMCs. Numerical examples with real
consumption data are also presented to demonstrate the effectiveness of the proposed method.

 Nomenclature

C = {1, 2, …, n} set of the customers
xi(t) ∈ ℝ electricity supplied or consumed by customer i
ui(t) ∈ ℝ control input to customer i
y(t) ∈ ℝ power imbalance (sum of all xi(t) for i ∈ C)
x*i ∈ ℝ desired amount of xi(t)
μx* ∈ ℝ expectation of x*i for i ∈ C( = E(x*i))
σx*

2 ∈ ℝ variance of x*i for i ∈ C( = E((x*i − μx*)
2))

V(k) ∈ ℝ expected total dissatisfaction (= minus welfare)
wi ∈ ℝ weight of customer i in V(k)
μw ∈ ℝ expectation of wi for i ∈ C( = E(wi))
σw

2 ∈ ℝ variance of wi for i ∈ C( = E((wi − μw)2))
Ni ⊂ C set of the neighbours of i ∈ C
ni ∈ {0, 1, …, n} number of the neighbours of i ∈ C
ℰ ⊂ C set of the customer pairs neighbouring each

other
G = (C, ℰ) graph of network derived by Ni

LG ∈ ℝn × n graph Laplacian of G
λi ∈ λ(LG) eigenvalues of LG (i ∈ {1, 2, …, n})
vi ∈ ℝn eigenvectors of LG corresponding to λi

k = (ka,kb,kc,kd) parameters of distributed and uniform
controller

γ ∈ (0, 1) assigned convergence rate of y(t)
K ⊂ ℝ4 set of the parameters k which stabilise the entire

system and make y(t) converge to 0 with rate γ

1 Introduction
1.1 Motivation and incitement

Due to growing demand, increasing fuel prices, and heightened
opposition to fossil and nuclear energy, electricity shortages are
likely to occur in the future. Introducing various types of renewable
energy sources, including solar, wind, and biomass energy, is a
matter of great urgency [1], especially after the Fukushima
earthquake in Japan on 11 March 2011 [2]. However, not all
electricity shortage problems can be solved by renewable energy

sources alone due to their capacity limitations. Furthermore,
natural fluctuations in renewable energy production can destabilise
power systems. To address these issues, focus has been given to
demand response (DR), as summarised in [3–5], in which
customers are incentivised (e.g. with monetary rewards) when they
restrain their electricity demands. The effectiveness of DR has been
demonstrated experimentally in the USA [6], UK [7], Ireland [8]
and other countries [9]. Thus, DR is expected to be implemented in
future smart grids that are equipped with bidirectional
communication between suppliers and consumers over network
technology [10] and advanced metering infrastructure [11].

Direct load control (DLC) is one of the most effective
incentive-based DR programmes. Under a DLC programme, each
customer is equipped with an energy management controller
(EMC) that is controlled remotely by a system operator to directly
manage end-use devices such as air conditioners, hot water
systems, and electric vehicles (for charging) [3–5, 12]. Although a
considerable incentive is provided to the customers for their
participation, recruitment is often difficult. Based on site surveys,
incentive and trust are both important factors that influence
customers' willingness [13]. To establish trust, energy companies
have established control policies to minimise outage time [14] or
the amount of reduced consumption [15] to avoid causing
inconvenience to customers with DLC as much as possible.

Conversely, DR programmes including DLC are usually
implemented by means of centralised management of system
operators, including energy suppliers [16]. However, centralised
management needs investment in communication systems [11] and
raises security issues concerning the accumulation of private
information [17]. The implementation of distributed management
is expected to resolve such issues. Distributed management style
typically determines control signals via communication between
customers' network devices, assuming that customers are provided
with such devices (e.g. smart meters). This creates advantages of
distributed computation and lower data transfer due to local data
processing [18].

However, distributed management may lead to instabilities and
performance degradation due to network communication and
coordination time [19]. Haring et al. recently investigated the
difference between centralised and distributed DLC programmes
on the basis of benchmark simulations and observed some
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performance degradation in distributed algorithms [20]. This will
likely cause unfair restriction in customer consumption, leading to
further distrust of DLC programmes. Hence, the performance
degradation on fairness caused by distributed management should
be carefully investigated. However, it has been confirmed only in
numerical ways in these papers but has not yet been investigated
theoretically.

1.2 Contributions and comparisons with existing papers

This paper addresses a distributed DLC problem involving power
systems over network communication of EMCs to maximise
customer welfare. The dynamics and communication intervals of
the EMCs are first modelled as a linear discrete-time system using
a distributed and uniform controller. Under distributed control,
each EMC can use only information about the neighbours that are
directly connected to it via network links. Moreover, uniform
controllers are employed for fair and easy implementation. Next, a
set of distributed and uniform controllers is derived to stabilise the
entire system and converge the power imbalance to zero at an
assigned rate. Here, the controller that maximises customer welfare
is found in the derived set. Finally, numerical examples involving
the consumption data of actual residential consumers demonstrate
the effectiveness of the proposed method.

The main motivations of this work are (i) to find a fair
controller for distributed DLC that guarantees the optimality and
stability of the entire system and (ii) to investigate the relations
between the performances on fairness, network topology, and
customers' properties to help the design of distributed DLC
programmes. Due to the assumption of a quick response by the
DLC, we can derive an equation to represent this relation
explicitly, which indicates that the performance can be degraded by
distributed management and that the degradation depends on the
variation in customer consumption and the network topology of the
EMCs. Consequently, we can enhance the distributed DLC
programmes by considering customer properties and network
design.

A common mathematical approach for establishing DR
programme algorithms is to formulate the social and individual
requirements in power systems with an optimisation problem that
maximises customers' utility under constraints, including power
balance [21–24], as surveyed in [25]. Following this approach,
distributed DR algorithms have been proposed in [26, 27].
Safdarian et al. minimised customers' monetary expenses while
flattening the total load profile in their recent study [26]. A
problem was considered to simultaneously minimise the aggregate
cost and dissatisfaction and maximise the retailer profit and was
solved with an adaptive diffusion-Stackelberg algorithm by Latifi
et al. [27]. However, the efficiency of their methods was only
confirmed in a numerical manner, not in a theoretical one. Hence,
neither the stability nor the optimality of the algorithms was
ensured.

Conventional approaches to solving optimisation problems in a
theoretically rigorous manner introduce Lagrangian multipliers as
penalties for the constraints [22, 24]. Lagrangian multipliers are
common to all customers, whereas customers cannot share
common variables in distributed systems. Hence, to establish
distributed DR programmes, a method must be developed to
individually estimate the Lagrangian multipliers. For this purpose,
consensus controllers are employed to ensure that variables
corresponding to the Lagrangian multipliers are in agreement
among the customers [28, 29]. The stability of the distributed
management systems that use consensus-based algorithms has been
analysed in a theoretical manner [30–32]. In particular, Chen et al.
developed a consensus-based distributed DLC programme over a
two-layer communication network [32]; a similar structure will
also be used in this paper. Nevertheless, previous studies have not
derived the optimal controllers obtainable under distributed
management.

In contrast to the existing papers, several notable contributions
are presented in this study. First, most of the existing works have
considered a control or regulation of power generation, i.e. from
the perspective of generators. They implemented control of the

network by changing the quantity of power generated to meet the
supply and demand balance. However, in this work, we effect
control of the network by equally emphasising the generation side
and demand side, and both the quantity generated and demanded
are controlled to maximise the optimality while maintaining
supply–demand balance. Second, in ordinary distributed
optimisation, multiple Lagrangian parameters and some subsidiary
parameters need to be updated, whereas there are fewer parameter
updates in this work; only one parameter (control signal) is
updated. Third, this work is the first to design an optimal controller
that maximises customer welfare over a given network
communication while considering the system stability and
convergence rate.

Comparison with the latest literature on optimisation methods
for DR is given as follows. The authors [29] proposed a consensus-
based distributed optimisation method. Wang et al. [33] and Tsai et
al. [34] proposed a consensus-based distributed optimisation, using
the technique of alternating direction method of multipliers
(ADMMs). Diekerhof et al. [35] proposed a robust optimisation
method based on ADMM. These papers neither consider the
stability nor convergence. Moreover, they have no discussion on
the relations between the performance on fairness, network
topology, and customers' properties. In contrast, the present paper
guarantees not only the stability but also the convergence with an
assigned rate and declares these relations in a theoretically explicit
form.

A part of this work was presented as a conference paper [36] by
the corresponding author. The updated points are as follows: (i)
while the conference paper deals with a mathematical problem of
aggregate state control, the present paper focuses on its application
to power systems from a practical perspective. (ii) All proofs of
lemmas and theorems that are omitted in the conference paper due
to space limitation are completed. (iii) Consumption data of actual
consumers are used to conduct more realistic simulations.

1.3 Organisation

The remaining of this paper is organised as follows. The dynamics
and control input of EMCs and policies for a DLC programme are
described in Section 2. In Section 3, the class of the control gains
that stabilise the system and maintain the power balance are
derived, and the best gain that maximises customer welfare is
obtained. A numerical example illustrates the effectiveness of the
proposed method in Section 4, and the paper is concluded in
Section 5.

2 Problem setting
Let ℝ be the set of real numbers and ℤ+ be the set of non-negative
integers. The identity matrix is represented by I, and 1 represents a
vector whose components are all ones. For a matrix, M ∈ ℝn × n, the
set of all of its eigenvalues is denoted as λ(M). The expectation of a
random variable, x is designated as E(x). A function, f :ℝ → ℝ is
said to be of class K if it is strictly increasing and f (0) = 0. For a
set, S, cl(S) denotes the closure of S. Other notations used in this
paper are summarised in the Nomenclature section.

2.1 Target system

A power system managed by a system operator is considered,
whose customers are commercial and industrial facilities and
aggregators managing groups of residences (prosumers) and
suppliers. Each of the facilities and aggregators is assumed to be
equipped with an EMC that has two functions, as illustrated in Fig.
1: (i) First, EMCs exchange control signals with other EMCs over
a communication network. All EMCs are controlled in a uniform
manner using only local information obtained through the
aforementioned communication. (ii) Second, each EMC controls
(curtails) the loads of the customer(s) using its own control
scheme. The EMCs that manage a group of residences will choose
appropriate customer(s) to implement the target curtailment. This
work focuses on the appropriate determination of the control signal
over the network communication between the EMCs. 
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We assume that this network contains n EMCs; the set of the
EMCs is denoted by C = {1, 2, …, n}. With a function (i) of the
EMCs, a large-scale communication network is composed, as
shown in Fig. 2. The topology of this network is modelled by a
graph, G = (C, ℰ) with an edge set, ℰ. Hence, EMCs i ∈ C and
j ∈ C are directly connected over the network if and only if
{i, j} ∈ ℰ. The set of neighbours of EMC i ∈ C is defined as
Ni = { j ∈ C:{i, j} ∈ ℰ}. Let ni ∈ ℤ+ (ni ≤ n) represent the
number of the elements of Ni. We assume that G is undirected and
time-invariant, and that there exists a pair of EMCs i, j ∈ C (i ≠ j)
with different number of neighbours; namely, ni ≠ nj. 

Each EMC is under the DLC programme implemented by the
system operator and directly controls the supply and consumption
load of its customers in real time with a function (ii). Within this
framework, the system operator must maintain the power system
effectively under a control policy approved by all the customers.

2.2 Regulation of EMCs

The system of EMCs is assumed to consist of a regulation system
and a distributed controller, as explained below.

The quantity of electricity supplied or consumed by the
customers of an EMC i ∈ C at time t ∈ ℤ+ is denoted by xi(t) ∈ ℝ.
If xi(t) < 0, electricity is consumed; otherwise, electricity is
supplied. The desired supply or consumption requested by the
customers of EMC i is designated as x*i ∈ ℝ, and the control signal
from the EMC is represented by ui(t) ∈ ℝ. The quantity of
electricity supplied or consumed is regulated by the regulation
system, defined by the following equation:

xi(t) = x*i + ui(t) . (1)

Here, when the control signal is zero, the customers of EMC i can
supply or consume as they like; namely, xi(t) = x*i is realised.
Otherwise, their supply or consumption is controlled.

 
Remark 1: Equation (1) can be considered as an approximate

model of customers' behaviour for supply and consumption. This
approximation is valid under the DLC as follows. The customers'
behaviour is non-linear in practice and modelled as

xi(t + 1) = xi(t) + ∂Ui
∂xi

(xi(t)) + ui(t) (2)

with a concave function Ui(xi), which is a utility function that
describes the customer's preference determining his action. The
function, Ui(xi) takes a peak value at the desired quantity, x*i, and
its shape around the peak can approximate to the quadratic function
− xi − x*i

2 /2. As a result, (2) is reduced to (1). Under the
assumption of DLC usage, we can control customers' behaviour to
this approximation through sufficient incentives.

The desired quantities, x*i of the customers of the EMCs are
assumed to be uncorrelated random values with expectation,
μx* ∈ ℝ and variance, σx*

2 ≥ 0. Thus, the following expressions are
obtained:

E(x*i) = μx*, E((x*i − μx*)
2) = σx*

2 , (3)

E((x*i − μx*)(x* j − μx*)) = 0 (i ≠ j) . (4)

EMC i is assumed to be able to decide the value of x*i, which is
unknown to any other EMCs or the system operator. The statistical
values, μx* and σx*

2  are unknown but are later used for performance
analysis.

The control input ui(t) is determined by EMC i that is able to
receive its own signals and those of its neighbours through the
network. The variables of the previous time are available at time
t ∈ ℤ+, namely xi(t − 1), ui(t − 1),

uj1(t − 1), uj2(t − 1), …, ujni
(t − 1),

where { j1, j2, …, jni} = Ni. However, the xj(t − 1) of neighbours
j ∈ Ni are unavailable because they include private information
(e.g. quantity consumed) and thus cannot be sent to others. The
control input is then generated from the distributed controller, as
shown in the following equation:

ui(t) = f i(xi(t − 1), ui(t − 1), uj1(t − 1), …, ujni
(t − 1)) (5)

with some function f i:ℝ2 + ni → ℝ. The EMC system consists of the
regulation system defined by (1) and the distributed controller
defined by (5), as shown by the block diagram in Fig. 3. The
communication network comprising multiple EMC systems is
shown in Fig. 4. 

For fairness to the customers and simplicity of implementation,
a linear distributed controller with uniform independence of the
index i in the gains ka, kb, kc, kd ∈ ℝ is employed:

ui(t) = kaxi(t − 1) + kbui(t − 1)
+ ∑

j ∈ Ni

(kcui(t − 1) + kduj(t − 1)) . (6)

This is called a distributed and uniform controller. There are
several advantages of using this controller: First, because it is
uniform, namely, its gains are independent of the index i, the same
rule is applied to all EMCs, which is fair to all customers. Second,
even if the network changes when an EMC jnew joins ( jold leaves),
the controller still works by just putting kcujnew(t) to (6) (removing

Fig. 1  Functions of EMCs
 

Fig. 2  Communication network of EMCs
 

Fig. 3  Block diagram of an EMC system with a distributed controller. The
solid arrows denote internal signal transmission in the EMCs, and the
dotted lines denote communication transmission to/from other EMCs
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kcujold(t) from (6)). In this sense, the controller is tolerant to
network changes.

The system operator establishes the control policies to maintain
the power system while maximising the welfare of the customers.
Following these policies, the control gains ka, kb, kc, kd of the
distributed and uniform controller (6) are determined; the
collection of the gains is defined as k = (ka, kb, kc, kd) ∈ ℝ4.

2.3 Control policies

The system operator has two control policies as follows.
First, the power system must be maintained by balancing the

supply and consumption. Power imbalance, y(t) ∈ ℝ is defined as

y(t) = ∑
i = 1

n
xi(t) . (7)

Equation (7) is then required to converge to zero at the assigned
convergence rate γ ∈ (0, 1), as

y(t) ≤ α( y(0) )γt (8)

with some function α:ℝ → ℝ of class K. In addition, EMC
systems (1) and (6) are required to be stable. Let K be the set of
the control gains, k ∈ ℝ4 with which these two requirements are
fulfilled for any x*i, ui(0) ∈ ℝ (i ∈ C). Then, we have to choose k
from K.

Second, the expected total curtailment by the EMCs at the
terminal time, defined as

V(k) = E ∑
i = 1

n
wi( lim

t → ∞ xi(t) − x*i)2 (9)

with weights wi ∈ ℝ, should be minimised. In (9), (xi(t) − x*i)2

indicates the squared amount of curtailment for each EMC. As the
curtailment of electricity causes inconvenience to customers, their
welfare increases as the amount of curtailment decreases. Thus, the
minimisation of the sum of curtailments, as given in (9), maximises
the welfare of the customers.

The weights, wi are assumed to be random, uncorrelated values
with x* j for any j ∈ C. The expectation and variance of wi are
given by μw > 0 and σw

2 ≥ 0, respectively. Thus, the following
expressions hold for any i ∈ C:

E(wi) = μw, E((wi − μw)2) = σw
2 , (10)

E((wi − μw)(wj − μw)) = 0 (i ≠ j), (11)

E((wi − μw)(x* j − μx*)) = 0 ( j ∈ C) . (12)

The function in the expectation of (9) depends on the random
variables, x*1, x*2, …, x*n, w1, w2, …, wn ∈ ℝ.

We will find the best control gain, k of the distributed and
uniform controller (6) in the sense that the objective function, V(k)
is minimised for all k ∈ K:

min
k ∈ K V(k) . (13)

3 Main results
3.1 Derivation of constraint set

Theorem 1 provides the necessary and sufficient condition for the
stability of the entire system with the assignment of the
convergence to y(t).
 

Theorem 1: A system consisting of (1) and (6) for all i ∈ C is
stable, and y(t) in (7) satisfies (8) with some function, α:ℝ → ℝ of
class K for a given γ ∈ (0, 1) and any x*i, ui(0) ∈ ℝ (i ∈ C) if and
only if k = (ka, kb, kc, kd) ∈ K is satisfied for the set:

K = {(ka, kb, kc, kd) ∈ ℝ4:kb = 1, kc = − kd,
ka + 1 ≤ γ, ka + 1 + kc max λ(LG) < 1}, (14)

where LG ∈ ℝn × n is the graph Laplacian of G.
There are three main roles of the expressions in (14): (i) The

conditions kb = 1 and kc = − kd guarantee that y(t) converges to
zero if it converges. (ii) From ka + 1 ≤ γ, the convergence rate of
y(t) is assigned to γ. (iii) The stability of the entire system is
ensured by ka + 1 + kc max λ(LG) < 1. Items (i), (ii), and (iii) are
proved in Lemmas 1–3, respectively.

A system that consists of (1) and (6) for all i ∈ C is equivalent
to a linear discrete-time system

u(t) = (kabI + Kcd)u(t − 1) + kax* (15)

where u(t) = [u1(t) u1(t) ⋯ un(t)]⊤ is the state, x* = [x*1 x*2 ⋯ x*n]⊤ is
the reference, kab = ka + kb, and the (i,j)th component of
Kcd ∈ ℝn × n is given as

(Kcd)i j =
nikc if j = i,
kd if j ∈ Ni,
0 otherwise .

(16)

If all the absolute eigenvalues of the matrix, kabI + Kcd are less
than one, system (15) will be stable, and the solution, u(t) of (15) is
calculated as follows:

u(t) = (kabI + Kcd)tu(0) + ∑
ℓ = 0

t − 1
(kabI + Kcd)ℓkax*

= (kabI + Kcd)tu(0)
+(I − (kabI + Kcd))−1(I − (kabI + Kcd)t)kax*,

(17)

as derived by the law of geometric series.
Under the assumption of stability, y(t) must converge to zero to

achieve (8), and the following lemma is derived.
 
Lemma 1: Assume that (15) is stable. Then, limt → ∞ y(t) = 0

holds for any x*i, ui(0) ∈ ℝ (i ∈ C) if and only if ka ≠ 0 and

kb = 1, kc = − kd . (18)
 
Proof: The terminal value of y(t) is first calculated from the

assumption of stability, where limt → ∞ (kabI + Kcd)t = 0 holds.
From this and from (1), (7), and (17), the following equation is
derived:

Fig. 4  Communication network composed of the EMC systems in Fig. 3.
The solid and dotted arrows denote the internal signal and communication
transmission between the EMCs, respectively
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lim
t → ∞ y(t) = lim

t → ∞ 1⊤(u(t) + x*)

= 1⊤(I − (kabI + Kcd))−1kax* + 1⊤x* .
(19)

Next, the condition of parameters (ka, kb, kc, kd) to achieve
limt → ∞ y(t) = 0 is derived. Equation (19) is zero for any x* ∈ ℝn

if and only if

1⊤(I − (kabI + Kcd))−1ka + 1⊤ = 0 (20)

holds. For (20), ka ≠ 0 is necessary. Hence, (20) is equivalent to

1⊤ka + 1⊤(I − (kabI + Kcd)) = 0,

which can be reduced to

1⊤(I − (kbI + Kcd)) = 0. (21)

From the assumption that G is undirected, Kcd in (16) is symmetric.
Then, the ith component of 1⊤Kcd is calculated as

(1⊤Kcd)i = ∑
j = 1

n
(Kcd) ji = ∑

j = 1

n
(Kcd)i j = nikc + ∑

j ∈ Ni

kd

= nikc + nikd

is obtained, with which (21) is reduced to

1 − kb − nikc − nikd = 0. (22)

The conditions in (18) are sufficient for (22). To show necessity,
consider two EMCs i, j ∈ C such that ni ≠ nj, and (22) is reduced
to

1 − kb − ni(kc + kd) = 0, 1 − kb − nj(kc + kd) = 0. (23)

By subtracting the first equation in (23) from the second one,
(ni − nj)(kc + kd) = 0 is obtained, leading to the second equation of
(18) from ni ≠ nj. Equation (23) then leads to the first equation of
(18). □

Under (18), the system matrix of (15) is reduced to

kabI + Kcd = (ka + 1)I + kcLG . (24)

To analyse this matrix, the properties of the graph Laplacian,
LG ∈ ℝn × n of G must be investigated. Let λi ∈ λ(LG) (i ∈ C) be the
eigenvalues of LG and let vi ∈ ℝn be the corresponding
eigenvectors that are orthogonal to each other. Without loss of
generality, two expressions

λ1 = 0, v1 = 1
n (25)

hold from the properties of the graph Laplacian [37]. From this, the
necessary and sufficient condition of (8) can be achieved as shown
in Lemma 2.

 
Lemma 2: Assume that (15) is stable. Then, (8) holds for a

given γ ∈ (0, 1) and any x*i, ui(0) ∈ ℝ (i ∈ C) if and only if (18)
and the following is satisfied:

ka + 1 ≤ γ . (26)
 
Proof: The value of y(t) is first calculated. From Lemma 1,

ka ≠ 0 and (18) are necessary for (8), which allows (20) and (24) to
hold. From (1), (17), (20), and (24), y(t) in (7) is reduced to

y(t) = 1⊤(x* + u(t))
= 1⊤x* + 1⊤(kabI + Kcd)tu(0)

+1⊤(I − (kabI + Kcd))−1(I − (kabI + Kcd)t)kax*

= 1⊤(kabI + Kcd)t(x* + u(0))
= 1⊤((ka + 1)I + kcLG)t(x* + u(0))

= 1⊤∑
i = 1

n
(ka + 1 + kcλi)tvivi

⊤(x* + u(0))

= 1⊤(x* + u(0))(ka + 1)t = y(0)(ka + 1)t,

(27)

where the second-to-last equation is derived from (25) and the
orthogonality of vi.

Next, a condition of parameters (ka, kb, kc, kd) is derived to
achieve (8). From (27), (26) is the necessary and sufficient
condition for (8) under ka ≠ 0 and (18). If (26) is satisfied, then
ka ≠ 0 holds. Thus, (18) and (26) are necessary and sufficient for
(8). □

The condition for the stability of system (15) is next derived.
 
Lemma 3: Assume that (18) and (26) hold. Then, system (15) is

stable if and only if

ka + 1 + kc max λ(LG) < 1. (28)
 
Proof: From (18), (24) holds. From this, system (15) is stable

(i.e. the absolute eigenvalues of kabI + Kcd are less than one) if and
only if

ka + 1 + kcλi < 1 ∀i ∈ C (29)

holds. From (25) and (26), the inequality in (29) holds for i = 1.
From the assumption that G is undirected, LG ∈ ℝn × n is symmetric,
and thus its eigenvalues are real. Thus, (29) holds for any i ∈ C if
and only if it is satisfied by the maximum λi, max λ(LG). Then, (28)
is obtained. □

 
Proof of Theorem 1: A system consisting of (1) and (6) for all

i ∈ C is equivalent to system (15). To show sufficiency, it is
assumed that k ∈ K holds for the set, K in (14). Then, ka ≠ 0, and
(18), (26), and (28) are satisfied. Thus, Lemma 3 guarantees that
the system is stable, and Lemma 2 guarantees that (8) holds for a
given γ ∈ (0, 1) and any x*i, ui(0) ∈ ℝ (i ∈ C).

To show necessity, we assume that k ∉ K for the set, K in
(14). One or more of (18), (26), or (28) then do not hold. If (28)
does not hold, the system is not stable, or either (18) or (26) does
not hold, as shown by Lemma 3. Equation (8) does then not hold,
or the system is not stable, as shown by Lemma 2. □

3.2 Solution of the optimisation problem

The main result of this paper is attained as follows.
 

Theorem 2: For a given γ ∈ (0, 1),

inf
k ∈ K V(k)

= μw nμx*
2 + σx*

2 ∑
λ^ ∈ λ(LG)

1 + 1 + γ
1 − γ

λ
^

max λ(LG)

−2 (30)

holds. The infimum is achieved for the following k = (ka, kb, kc, kd)
∈ cl(K):

ka = − (1 − γ), kb = 1, kc = − kd = − 1 + γ
max λ(LG) . (31)

Equation (30) indicates the best performance obtainable with a
distributed and uniform controller of the form (6) over a network
topology given by G. The properties of the customers of EMCs
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(i.e. μx* and σx*
2 ) affect the performance, which can be enhanced by

choice of γ ∈ (0, 1) and the network topology, in terms of the
eigenvalues of LG, through the second term in parentheses in (30).
This term corresponds to the performance degradation caused by
distributed management. If the optimisation problem (13) was
solved in a centralised manner, the solution, mink V(k) = nμwμx*

2

would have been obtained, corresponding to the first term in (30).
A system with these gains is marginally stable because k in (31)

is on the boundary of cl(K). From (28), the gains kc, kd in (31) can
be chosen as

kc = − kd = − 1 + γ
(1 + ε) max λ(LG)

to stabilise the system, with some ε > 0. As ε is smaller, the
objective function V(k) approximates more to the infimum in (30).
From (6), the resultant controller of the EMC is given as

ui(t) = ui(t − 1) − (1 − γ)xi(t − 1)

− 1 + γ
(1 + ε) max λ(LG) ∑

j ∈ Ni

(ui(t − 1) − uj(t − 1)), (32)

where γ ∈ (0, 1) and ε > 0. Practically, the last term of (32)
attempts to equalise the values of ui(t) and to decrease V(k),
whereas the second term of (32) works to restrain xi(t) for the
convergence of y(t). Hence, although the last term of (32) is
equivalent to consensus controllers [38], the values of ui(t) cannot
completely be in agreement because of the second term.

 
Remark 2: The value of max λ(LG) in (32) is difficult to obtain

in large-scale systems. To solve this issue, we have to limit the
number ni of the neighbours. Let n̄ be the upper bound of ni, and
max λ(LG) ≤ 2 maxi ∈ C ni ≤ 2n̄ hold [37]. Then, max λ(LG) can be
replaced by 2n̄ in (32), which maintains the stability of the system
though the performance might be degraded.

 
Proof of Theorem 2: Assume that the parameters

k = (ka, kb, kc, kd) belong to the set K, as given by (14). The value
of V(k) given in (9) is first calculated for these parameters. From
k ∈ K, Theorem 1 guarantees that system (15) is stable and that
(18) holds, which leads to (24). From the stability of system (15)
and from (17) and (24), the following equation can be developed:

lim
t → ∞ u(t) = (I − (kabI + Kcd))−1kax*

= − (kaI + kcLG)−1kax*

= − ∑
i ∈ C

1 + kcλi
ka

−1

vivi
⊤x* .

(33)

From (3) and (4), the following equation is obtained:

σx*
2 I = E((x* − μx*1)(x* − μx*1)⊤)

= E(x*x*
⊤) − 2E(x*)μx*1

⊤ + μx*
2 11⊤

= E(x*x*
⊤) − μx*

2 11⊤ .
(34)

From (1), (10), (12), (33), and (34), V(k) in (9) is calculated as

V(k) = E ∑
i ∈ C

wi lim
t → ∞ (ui(t))2

= μwE lim
t → ∞ ∥ u(t) ∥2

= μwE ∑
i ∈ C

1 + kcλi
ka

−2

(vi
⊤x*)2

= μw ∑
i ∈ C

1 + kcλi
ka

−2

vi
⊤E(x*x*

⊤)vi

= μw ∑
i ∈ C

1 + kcλi
ka

−2

vi
⊤(μx*

2 11⊤ + σx*
2 I)vi

= μw nμx*
2 + σx*

2 ∑
i ∈ C

1 + kcλi
ka

−2

.

(35)

Next, the infimum of V(k) for k ∈ K is then derived. From
ka < 0, the two inequalities in (14) are equivalent to

− 1
1 − γ ≤ 1

ka
≤ − 1

1 + γ , − 1 < kc max λ(LG)
ka

< − 1 − 2
ka

,

which leads to

kc
ka

< 1
max λ(LG) −1 + 2

1 − γ = 1
max λ(LG)

1 + γ
1 − γ . (36)

Thus, the infimum of kc/ka that satisfies (14) is given by the right-
hand side of (36), which is achieved for ka, kc in (31). From (35),
minimising V(k) with ka and kc is equivalent to maximising kc/ka.
The supremum of kc/ka is obtained with ka and kc in (31). The gains
in (31) are obtained with the conditions in (14) for kb and kd. By
replacing (31) in (35), (30) is achieved. □

3.3 Possibility of application to time-varying graphs

Even for a time-varying graph, the most important policy (8) for
DLC that balances supply and consumption is still achieved by
using gains (ka, kb, kc, kd) ∈ K, where K is given in (14) in
Theorem 1, as follows. Consider a time-varying graph G(t), and the
distributed and uniform controller (6) is reduced to

ui(t) = kaxi(t − 1) + kbui(t − 1)
+ ∑

j ∈ Ni(t)
(kcui(t − 1) + kduj(t − 1)),

where the set Ni(t) of neighbours is time-varying. From (1), (7),
and (14), the output y(t) is driven as

y(t) = ∑
i = 1

n
xi(t) = ∑

i = 1

n
(ui(t) + x*i)

= ∑
i = 1

n
(kaxi(t − 1) + ui(t − 1)

+kc ∑
j ∈ Ni(t)

(ui(t − 1) − uj(t − 1)) + x*i)

= ∑
i = 1

n
(kaxi(t − 1) + ui(t − 1) + x*i)

+kc∑
i = 1

n

∑
j ∈ Ni(t)

(ui(t − 1) − uj(t − 1))

(37)

= ∑
i = 1

n
(ka + 1)xi(t − 1) = (ka + 1)y(t − 1), (38)

where the second term of (37) is zero from the undirectedness of
graph G(t). Since ka + 1 < γ from (14), y(t) is governed by (38)
and satisfies (8).
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Conversely, the second policy for DLC that minimises the
expected total curtailment (9) is not guaranteed because the
relevant result in Theorem 2 totally relies on the eigenvalues of the
graph Laplacian, LG, which are not defined for time-varying
graphs.

4 Numerical examples
4.1 Simulation setting

Numerical examples are employed to illustrate the effectiveness of
the proposed method, even when applied to fluctuating demands.
The consumption data of 540 residences in Pal Town Josai-no-
Mori, Ota City, Gunma Prefecture, Japan were collected from 1 to
3 August 2007 by the New Energy and Industrial Technology

Development (NEDO), a Japanese government organisation [39].
In this example, there are 12 aggregators, each of which manages
45 residences. The desired consumption, x*i(t) (i = 1, 2, …, 12) of
each aggregator is given by the sum of the total consumption of its
managing 45 residences, as depicted in Fig. 5. 

The supplier is regarded as customer i = 13 and is expected to
supply the total desired consumption while maintaining a supply
capacity of 550. Then, the supply, x*13(t) is determined as

x*13(t) = ∑
i = 1

12
x*i(t) if ∑

i = 1

12
x*i(t) < 500

500 otherwise,
(39)

which saturates at 500 for the supply capacity. Fig. 6 shows the
planned supply, x*13(t) as a red line and the total desired
consumption, ∑i = 1

12 x*i(t)  as a blue line. 
There exist n = 13 customers in the system. The

communication network for their EMCs is made into a graph, G1,
as shown in Fig. 7. The system of each EMC consists of (1) and
(32) with an assigned convergence rate, γ = 0.95 and the
parameter, ε = 0.1. From Theorem 2, V(k) in (9) is minimised, the
system is stabilised, and the power imbalance, y(t) (i.e. the sum of
xi(t)) converges to zero at a rate, γ = 0.95. The sampling time for
the EMCs is 1 min. 

4.2 Simulation results

Figs. 8 and 9 show the respective time transitions of the
consumption, xi(t) and control input, ui(t) from i = 1 to 12 (all of
the consumers). The consumption shown in Fig. 8 is similar to the
desired consumption shown in Fig. 6, although differences arise
due to the control input, as shown in Fig. 9. This observation is
more clearly described in Fig. 10, in which the consumption, x1(t),
desired consumption, x*1(t), and control input, u1(t) of customer
i = 1 are plotted as a red, blue, and green line, respectively. Here,
x1(t) differs from x*1(t), whose magnitude is equal to the value of
u1(t). Due to the fact that the difference is small, the effect of the
DLC on each customer is small. The fluctuations of xi(t) in Fig. 8
are caused by those of the desired amounts x*i(t) shown in Fig. 5. 

Fig. 11 depicts the supply, x13(t) and the total of consumption,
∑i = 1

12 xi(t)  by a red line and a blue line, respectively. A small
difference is seen between the supply and the total consumption,
resulting from the supply capacity. However, the difference is
smaller than that of the planned supply and the total desired
consumption, shown in Fig. 6. The power imbalance, y(t) and the
sum of the desired quantities, ∑i = 1

13 xi*(t) are shown in Fig. 12 by a
red line and a blue line, respectively. The magnitude of y(t) is
smaller than that of ∑i = 1

13 xi*(t), indicating the effectiveness of the
proposed method. 

The power imbalance, y(t) in Fig. 12 is caused by the supply
capacity and the time transition of the desired consumption. They
could be removed in cooperation with reference shaping of the
desired supply, x*13(t) and faster power control. These two methods
can be realised using a reference governor [40] and load frequency
control [41].

4.3 Discussion concerning control performance

The time transition of E(t), defined as

E(t) = ∑
i = 1

n
ui(t)

2

= ∑
i = 1

n
xi(t) − x*i(t)

2

,

is plotted by a red line in Fig. 13. Here, E(t) is the total curtailment
by the EMCs at time t, and it indicates the control performance in
terms of customer welfare. Now, we confirm Theorem 2, that
implies that the plotted E(t) describes nearly the best performance
obtainable under the distributed management and that E(t) depends

Fig. 5  Desired consumption: x*i(t) from i = 1 to 12
 

Fig. 6  Planned supply: x*13(t) (red line), total absolute desired
consumption: ∑i = 1

12 x*i(t)  (blue line)
 

Fig. 7  Graph G1, representing the communication network among the
aggregators and supplier in the simulation
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on (i) the mean, μx*(t) and variance, σx*
2 (t) of the desired quantities,

x*i(t) and (ii) the network topology of G. 
First, Fig. 13 presents the time transition of E(t) as a red line

with 13μx*
2 (t) and 13σx*

2 (t)/102 as a blue and a green line,
respectively. E(t) constantly fluctuates because of σx*(t) and rapidly
increases between t = 12.5 and 17 owing to μx*

2 (t), as implied by
(30) in Theorem 2. The variance, σx*

2 (t) persists, caused by the non-
zero ui(t) = xi(t) − x*i(t) as shown in Fig. 9, even though the power
is balanced without DLC, i.e. μx*(t) = 0 holds. This indicates the

performance limitation of the distributed management because this
value of ui(t)  is almost the smallest under distributed management,
as shown in Theorem 2. Therefore, to enhance the control
performance, the variance of the consumer properties should be
reduced.

Second, a simulation with graph G2 depicted in Fig. 14 is
performed under the same setting as the previous simulation except

Fig. 8  Customer consumption: xi(t) from i = 1 to 12
 

Fig. 9  Control input: ui(t) from i = 1 to 12
 

Fig. 10  Consumption: xi(t) (red line), desired consumption: x*i(t) (blue
line), and control input: ui(t) (green line) of customer i = 1

 

Fig. 11  Supply: x13(t) (red line), total of absolute consumption:
∑i = 1

12 xi(t)  (blue line)
 

Fig. 12  Power imbalance: y(t) (red line), sum of desired values: ∑i = 1
13 x*i

(blue line)
 

Fig. 13  Sum of squared errors given with G1: E(t) (red line), 13 times
squared mean: 13 μx*

2 (t) (blue line), and 13 times variance divided by 102:

13 σx*
2 (t)/102 (green line)
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for the network topology. Fig. 15 shows the time transition of E(t)
as a red line. This line is larger than the red line in Fig. 13, E(t)
with G1, indicating that the control performance with G2 is worse
than that with G1. This observation can be explained by Theorem 2.
The eigenvalues of the graph Laplacians of G1 and G2 are
calculated as

λ(LG1) = {0, 7.80, 8.49, 9.20, 10.33, 11.32, 11.61,
12.00, 12.00, 12.57, 12.68, 13.00, 13.00} (40)

λ(LG2) = {0, 0.86, 1.66, 2.27, 3.26, 3.56, 3.90,
5.24, 5.63, 5.95, 7.00, 7.96, 8.71} . (41)

The eigenvalues of LG1 in (40) are then more uniform than those of
LG2 in (41). Hence, from (30) in Theorem 2, the control
performance achieved with G1 is better than that achieved with G2,
corresponding to the simulation results. Thus, to enhance control
performance, a dense network of EMCs should be constructed for
the graph Laplacian to have as uniform eigenvalues as possible. 

5 Conclusions
In this paper, the distributed DLC of a power system for the
network communication of EMCs was investigated with the aim of
guaranteeing fair welfare maximisation. The dynamics and
communication intervals of the EMCs with a distributed and
uniform controller were considered. A set of all the control gains
that stabilise the entire system and converge the power imbalance
to zero at an assigned rate was then derived. Furthermore, the best
among these gains was found for maximising the customer welfare.
As a result, the performance degradation caused by distributed
management was derived and was shown to depend on the variance
of the desired consumption and the network topology of the EMCs.
These results suggest ways of improving the operation of DLC

programmes from the perspective of contracts with customers and
the network design of EMCs. Finally, simulations were performed
using the consumption data of actual consumers to demonstrate the
effectiveness of the proposed method. The results obtained
revealed the potential of distributed DLCs for practical use.

6 Acknowledgments
Kazunori Sakurama's work was supported by JST CREST grant
number JPMJCR15K1, Japan. Hyo-sung Ahn's work was
supported by the National Research Foundation (NRF) of Korea
under the grant NRF-2017R1A2B3007034.

7 References
[1] Bitar, E., Khargonekar, P.P., Poolla, K.: ‘Systems and control opportunities in

the integration of renewable energy into the smart grid’. Proc. of the 18th
IFAC World Congress, Milan, Italy, 2011

[2] Huenteler, J., Schmidt, T.S., Kanie, N.: ‘Japan's post-Fukushima challenge –
implications from the German experience on renewable energy policy’,
Energy Policy, 2012, 45, pp. 6–11

[3] Albadi, M.H., El-Saadany, E.F.: ‘A summary of demand response in
electricity markets’, Electr. Power Syst. Res., 2008, 78, (11), pp. 1989–1996

[4] Aghaei, J., Alizadeh, M.I.: ‘Demand response in smart electricity grids
equipped with renewable energy sources: a review’, Renew. Sustain. Energy
Rev., 2013, 18, pp. 64–72

[5] Siano, P.: ‘Demand response and smart grids–a survey’, Renew. Sustain.
Energy Rev., 2014, 30, pp. 461–478

[6] Cappers, P., Goldman, C., Kathan, D.: ‘Demand response in U.S. electricity
markets: empirical evidence’, Energy, 2010, 35, (4), pp. 1526–1535

[7] Rosenfeld, A.H., Bulleit, D.A., Peddie, R.A.: ‘Smart meters and spot pricing:
experiments and potential’, IEEE Technol. Soc. Mag., 1986, 5, (1), pp. 23–28

[8] Gans, W., Alberini, A., Longo, A.: ‘Smart meter devices and the effect of
feedback on residential electricity consumption: dvidence from a natural
experiment in northern Ireland’, Energy Econ., 2013, 36, pp. 729–743

[9] Jazayeri, P., Schellenberg, A., Rosehart, W.D., et al.: ‘A survey of load
control programs for price and system stability’, IEEE Trans. Power Syst.,
2005, 20, (3), pp. 1504–1509

[10] Usman, A., Shami, S.H.: ‘Evolution of communication technologies for smart
grid applications’, Renew. Sustain. Energy Rev., 2013, 19, pp. 191–199

[11] Bouhafs, F., Mackay, M., Merabti, M.: ‘Links to the future: communication
requirements and challenges in the smart grid’, IEEE Power Energy Mag,
2012, 10, (1), pp. 24–32

[12] Shafiei, S.E., Knudsen, T., Wisniewski, R., et al.: ‘Data-driven predictive
direct load control of refrigeration systems’, IET Control Theory Appl., 2015,
9, (7), pp. 1022–1033

[13] Stenner, K., Frederiks, E.R., Hobman, E.V., et al.: ‘Willingness to participate
in direct load control: the role of consumer distrust’, Appl. Energy, 2017, 189,
pp. 76–88

[14] Ramanathan, B., Vittal, V.: ‘A framework for evaluation of advanced direct
load control with minimum disruption’, IEEE Trans. Power. Syst., 2008, 23,
(4), pp. 1681–1688

[15] Ruiz, N., Cobelo, I., Oyarzabal, J.: ‘A direct load control model for virtual
power plant management’, IEEE Trans. Power. Syst., 2009, 24, (2), pp. 959–
966

[16] Gkatzikis, L., Koutsopoulos, I., Salonidis, T.: ‘The role of aggregators in
smart grid demand response markets’, IEEE J. Sel. Areas Commun., 2013, 31,
(7), pp. 1247–1257

[17] Wada, K., Sakurama, K.: ‘Privacy masking for distributed optimization and its
application to demand response in power grids’, IEEE Trans. Ind. Electron.,
2017, 64, (6), pp. 5118–5128

[18] Kostková, K., Omelina, L., Kyčina, P., et al.: ‘An introduction to load
management’, Electr. Power Syst. Res., 2013, 95, pp. 184–191

[19] Callaway, D.S., Hiskens, I.A.: ‘Achieving controllability of electric loads’,
Proc. IEEE, 2011, 99, (1), pp. 184–199

[20] Haring, T.W., Mathieu, J.L., Andersson, G.: ‘Comparing centralized and
decentralized contract design enabling direct load control for reserves’, IEEE
Trans. Power. Syst., 2016, 31, (3), pp. 2044–2054

[21] Samadi, P., Mohsenian-Rad, A.H., Schober, R., et al.: ‘Optimal real-time
pricing algorithm based on utility maximization for smart grid’. Proc. of the
first IEEE Int. Conf on Smart Grid Communications, Gaithersburg, USA,
2010

[22] Li, N., Chen, L., Low, S.H.: ‘Optimal demand response based on utility
maximization in power networks’. Proc. of the IEEE Power and Energy
Society General Meeting, Detroit, USA, 2011

[23] Wu, Y., Tan, X., Qian, L., et al.: ‘Optimal pricing and energy scheduling for
hybrid energy trading market in future smart grid’, IEEE Trans Ind Inf., 2015,
11, (6), pp. 1585–1596

[24] Xing, H., Lin, Z., Fu, M., et al.: ‘Distributed algorithm for dynamic economic
power dispatch with energy storage in smart grids’, IET Control Theory
Applic., 2017, 11, (11), pp. 1813–1821

[25] Deng, R., Yang, Z., Chow, M.Y., et al.: ‘A survey on demand response in
smart grids: mathematical models and approaches’, IEEE Trans. Ind. Inf.,
2015, 11, (3), pp. 570–582

[26] Safdarian, A., Fotuhi-Firuzabad, M., Lehtonen, M.: ‘A distributed algorithm
for managing residential demand response in smart grids’, IEEE Trans. Ind.
Inf., 2014, 10, (4), pp. 2385–2393

Fig. 14  Graph G2 of the communication network in the second simulation
 

Fig. 15  Sum of squared errors given with G2: E(t) (red line), 13 times
squared mean: 13 μx*

2 (t) (blue line), and 13 times variance divided by 102:

13 σx*
2 (t)/102 (green line)

 

IET Control Theory Appl., 2019, Vol. 13 Iss. 17, pp. 2959-2968
© The Institution of Engineering and Technology 2019

2967

 17518652, 2019, 17, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/iet-cta.2018.6102 by G

w
angju Institute of Science and T

echnology (G
IST

), W
iley O

nline L
ibrary on [03/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



[27] Latifi, M., Khalili, A., Rastegarnia, A., et al.: ‘Fully distributed demand
response using the adaptive diffusion–Stackelberg algorithm’, IEEE Trans.
Ind. Inf., 2017, 13, (5), pp. 2291–2301

[28] Hug, G., Kar, S., Wu, C.: ‘Consensus + innovations approach for distributed
multiagent coordination in a microgrid’, IEEE Trans. Smart Grid, 2015, 6,
(4), pp. 1893–1903

[29] Sakurama, K., Miura, M.: ‘Communication-based decentralized demand
response for smart microgrids’, IEEE Trans. Ind. Electron., 2017, 64, (6), pp.
5192–5202

[30] Yang, S., Tan, S., Xu, J.: ‘Consensus based approach for economic dispatch
problem in a smart grid’, IEEE Trans. Power Syst., 2013, 28, (4), pp. 4416–
4426

[31] Rahbari-Asr, N., Ojha, U., Zhang, Z., et al.: ‘Incremental welfare consensus
algorithm for cooperative distributed generation/demand response in smart
grid’, IEEE Trans. Smart Grid, 2014, 5, (6), pp. 2836–2845

[32] Chen, C., Wang, J., Kishore, S.: ‘A distributed direct load control approach
for large-scale residential demand response’, IEEE Trans. Power Syst., 2014,
29, (5), pp. 2219–2228

[33] Wang, Y., Wu, L., Wang, S.: ‘A fully-decentralized consensus-based ADMM
approach for DC-OPF with demand response’, IEEE Trans. Smart Grid, 2017,
8, (6), pp. 2637–2647

[34] Tsai, S., Tseng, Y., Chang, T.: ‘Communication-efficient distributed demand
response: a randomized ADMM approach’, IEEE Trans. Smart Grid, 2017, 8,
(3), pp. 1085–1095

[35] Diekerhof, M., Peterssen, F., Monti, A.: ‘Hierarchical distributed robust
optimization for demand response services’, IEEE Trans. Smart Grid, 2018,
9, (6), pp. 6018–6028

[36] Sakurama, K.: ‘Aggregate state control of large-scale systems via networked
controllers’. Proc. of the 20th IFAC World Congress, Toulouse, France, 2017

[37] Mesbahi, M., Egerstedt, M.: ‘Graph theoretic methods in multiagent
networks’ (Princeton University Press, Princeton, NJ, USA, 2010)

[38] Olfati-Saber, R., Fax, J.A., Murray, R.M.: ‘Consensus and cooperation in
networked multi-agent systems’, Proc. IEEE, 2007, 95, (1), pp. 215–233

[39] Funaki, K., Adams, L.: ‘Japanese experience with efforts at the community
level toward a sustainable economy: accelerating collaboration between local
and central governments’, in Clark, W.W.II (Ed.): ‘Sustainable communities’
(Springer, New York, NY, USA, 2010), pp. 243–261

[40] Bemporad, A.: ‘Reference governor for constrained nonlinear systems’, IEEE
Trans. Autom. Control, 1998, 43, (3), pp. 415–419

[41] Shayeghi, H., Shayanfar, H.A., Jalili, A.: ‘Load frequency control strategies: a
state-of-the-art survey for the researcher’, Energy Convers. Manage., 2009,
50, (2), pp. 344–353

2968 IET Control Theory Appl., 2019, Vol. 13 Iss. 17, pp. 2959-2968
© The Institution of Engineering and Technology 2019

 17518652, 2019, 17, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/iet-cta.2018.6102 by G

w
angju Institute of Science and T

echnology (G
IST

), W
iley O

nline L
ibrary on [03/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense


