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Abstract

Among different distributed network localisation methods, displacement-based network
localisation with orientation estimation is an effective approach because it does not require
global information and yet asymptotically produces accurate estimates. In this paper, to
improve transient performance of this approach, non-linear laws to achieve fixed-time
orientation estimation and fixed-time displacement-based localisation are proposed. A
sequential algorithm ensuring fixed-time convergence property and show uniform asymp-
totic stability of a fixed-time network localisation with simultaneous fixed-time orientation
estimation is further provided. Simulation results verify that the proposed laws achieve
network localisation of multi-agent systems within fixed settling time.

1 INTRODUCTION

Locating positions of agents in multi-agent systems has become
more and more important in various applications. Particularly,
it is indispensable in sensor networks and formation control
systems [1]. GPS-based localisation methods have been pop-
ularly used because they allow agents to obtain their posi-
tion information with respect to the global coordinate sys-
tem. Though the GPS-based methods are effective and easy
to use, they have some well-known drawbacks. The drawbacks
result from the fact that GPS signals are not always avail-
able. GPS signals are not available in indoor and outer space
operations. Further terrain conditions such as street canyon
and dense vegetation may prevent GPS signals from being
utilised [2].

As an alternative method to GPS-based localisation, one can
consider estimation of positions of agents based on local mea-
surements. Among a variety of local measurement types, dis-
tance, bearing and displacement are widely used in the litera-
ture. Distance-based network localisation problems are well for-
mulated in [3, 4], where rigidity of an underlying graph of a
given multi-agent system is crucial. Similarly, it has been known
that bearing rigidity is essential for bearing-based localisation
[5–7]. Though rigidity-based localisation methods are beneficial
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because they require only distance or bearing measurements,
their performance heavily depends on highly dense intercon-
nections of agents, which is linked to the rigidity of underly-
ing graphs. Different from distance- and bearing-based network
localisation, displacement-based localisation is based on both
inter-agent distance and relative bearing measurements. Though
displacement-based method requires more measurements than
rigidity-based ones, it is based on uniform connectedness of
underlying graphs, which requires less dense interconnections
compared to rigidity. Displacement-based method is also ben-
eficial in terms of the number of anchors. In practical net-
work localisation problems, it is desirable to locate positions of
agents with respect to the global coordinate system. To achieve
the goal, localisation systems need anchors, which can be con-
sidered position-aware agents. At least two or three anchors
are necessary in distance- and bearing-based systems to ensure
localisations of agents with respect to the global coordinate sys-
tem. However, only one anchor is able to ensure the global local-
isation in displacement-based approach. In short, displacement-
based network localisation is beneficial in some aspects though
it requires more measurements compared to rigidity-based
ones.

A drawback of displacement-based localisation is that every
agent needs to share a common sense of orientation, which
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is not desirable because such information cannot be achieved
in distributed manners. The drawback of displacement-based
localisation has been mitigated based on the orientation esti-
mation in [8–10]. In those works, agents are allowed to esti-
mate their orientations based on the interaction through sensing
and communication topologies. Once the orientation estimation
is achieved, localisation can be effectively performed based on
displacement-based method. In [8–10], it has been shown that
orientation estimation is achieved exponentially if underlying
graphs are connected and then localisation is also asymptoti-
cally achieved.

In this paper, we mainly focus on displacement-based net-
work localisation with orientation estimation. Particularly, we
seek to improve the transient performance of the existing
displacement-based localisation algorithm with orientation esti-
mation, thereby ensuring the localisation of agents within
fixed settling time. Finite settling-time property was originally
encountered in dynamical systems with discontinuous inputs.
Despite the benefits, it is difficult to analyse such discontinu-
ous systems and further those systems also have some unde-
sired characteristics. In consequence, researchers have focused
on developing finite-time converging controllers that do not
cause discontinuities. Those systems have been characterised by
finite-time stability [11, 12]. It has been known that finite set-
tling time may depend on initial conditions of dynamical sys-
tems. To overcome this drawback, researchers have attempted
to design a system that has a settling time with an upper
bound independent of initial conditions [13]. The equilibrium
point with such property is called fixed-time stable. Recently,
fixed-time stability has been studied in multi-agent systems
to achieve fast convergence. Finite-time consensus problems
have been addressed [14] and developed into controlling the
positions of agents [15, 16]. The authors of [7] have showed
both orientation estimation and formation control but only
designed sequential algorithm. Fixed-time stability for consen-
sus problems have been addressed [17, 18] without further
applications.

The fixed-time localisation tasks are aimed to be achieved
by proposing non-linear laws for orientation estimation and
displacement-based network localisation. It further suggests
both sequential and simultaneous operation of the proposed
laws. The main contribution of the paper are as follows: (i)
a fixed-time stability of the individual orientation estimation
and network localisation are verified; (ii) a sequential algorithm
of orientation estimation and network localisation is proposed
suggesting an upper bound of the settling time determined by
the number of agents and few design parameters; (iii) uniform
asymptotic stability of an interconnected system of fixed-time
orientation estimation and fixed-time network localisation is
shown. Simulation results show that fixed-time orientation esti-
mation and network localisation are well achieved using the pro-
posed non-linear laws.

The remaining is organised as follows: In Section 2, we
formulate the fixed-time network localisation problem based
on displacement measurements and orientation estimation.

Section 3 reviews some existing results and explains our
approach to the problem. Then fixed-time orientation estima-
tion algorithm is designed and convergence analysis is provided
in Section 4. Fixed-time network localisation with orientation-
aware agents is proposed in Section 5. In Section 6, sequentially
and simultaneously integrated fixed-time orientation estimation
and fixed-time network localisation are considered. Simulation
results are provided in Section 7. Concluding remarks follow in
Section 8.

2 PROBLEM STATEMENT

In this section, we state the fixed-time orientation estimation
and network localisation problems. Consider n agents on the
plane. The position and orientation of agent i, for i = 1,… , n,
are denoted by

pi = [pix piy]
⊤ ∈ ℝ2,

𝜃i ∈ [0, 2𝜋),

respectively. By stacking the position and orientation variables,
we have the following vector variables:

P = [p⊤1 p⊤2 ⋯ p⊤n ]⊤ ∈ ℝ2n,

Θ = [𝜃1 𝜃2 ⋯ 𝜃n] ∈ [0, 2𝜋)n.

The corresponding interaction topology between the agents
is represented by an undirected graph with nodes representing
agents and edges representing both communication and sensing
links between agent pairs. It is assumed that the agents do not
have access to global measurements of their orientations and
positions. Instead, we assume that each agent is able to measure
relative angles, 𝛿 ji , and relative positions, p ji , of its neighbours
with respect to its own reference frame, as illustrated in Fig-
ure 1. Also, agents share their own estimates of orientation and
positions with neighbouring agents through communication.

Based on the measured angles 𝛿 ji , the agents are able to
obtain relative bearing, 𝜃 ji , which is defined as

𝜃 ji = PV (𝜃 j − 𝜃i )

:= (𝜃 j − 𝜃i + 𝜋) mod 2𝜋 − 𝜋. (1)

The following is then obvious.

PV (𝜃 j − 𝜃i ) = PV (𝛿 ji − 𝛿i j + 𝜋). (2)

Under these conditions, our first goal is to allow the agents to
estimate their own orientations with respect to the global ref-
erence frame, g

∑
, within a fixed settling time. The final esti-

mates of the orientations might contain a common offset, �̄�,
compared to the true values. The detailed definition of �̄� will
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FIGURE 1 Interaction between two neighbour agents

be mentioned in Section 4. Denote �̂�i as the estimated orienta-
tion value of agent i, then the fixed-time orientation estimation
problem is formulated as follows:

Problem 1. Consider an n-agent system on the plane. Assume
that the underlying undirected graph of the system is connected
and each agent has access to the orientation estimates and the
relative bearings of its neighbouring agents. Design an orienta-
tion estimation law to produce, for each agent i ∈ {1, 2,… , n},
the estimate �̂�i of the orientation 𝜃i such that �̂�i → 𝜃i + �̄� for
some constant �̄� within a fixed settling time.

Since the agents obtain a common sense of orientation within
a fixed settling time once Problem 1 is solved, we can assure that
the agents are aware of their orientations. Fixed-time network
localisation can then be stated for the orientation-aware agents.
Define p̂i as the estimated position of agent i with respect to
the global reference frame and denote by R𝜃 ∈ ℝ2×2 the rota-
tion matrix by an angle 𝜃 about the origin. Let the superscript
represent the corresponding reference frame while we omit the
notation for the global reference frame for brevity. Agent i can
measure the relative positions of its neighbouring agents with
respect to its own reference frame, i

∑
,

pi
ji := pi

j − pi
i , (3)

where i = 1,… , n and j ∈ i . Then the problem of fixed-time
network localisation for orientation-aware agents is stated as
follows:

Problem 2. Consider an n-agent system on the plane. Assume
that the underlying undirected graph is connected and each

agent has access to the position estimates and the relative
position of its neighbouring agents. Further assume that each
agent is aware of its orientation with a common offset �̄� to
the true value based on the fixed-time orientation estimation.
Design a network localisation law that generates the position
estimates p̂i , p̂ j with respect to the global reference frame such
that p̂ j − p̂i converges to R�̄� (p j − pi ), ∀i ∈ {1,… , n}, j ∈ i

within a fixed settling time.

Another main purpose of this paper is to integrate a locali-
sation scheme with an orientation estimation law, so that a sys-
tem of n agents with no global information, estimates the posi-
tions of the agents under a common reference frame within a
fixed settling time. The problem can be defined as an adaptive
localisation protocol where the system considers the orientation
system parameter. The problem of designing the integration of
orientation estimation and localisation schemes is defined as fol-
lows:

Problem 3. Consider an n-agent system on the plane. Assume
that the underlying undirected graph of the system is connected
and each agent has access to the orientation and the position
estimates; and the relative bearings and the relative positions of
its neighbouring agents. Design an adaptive localisation scheme
composed of an orientation estimation law and a network local-
isation law to generate the position estimates p̂i , p̂ j with respect
to the global reference frame such that p̂ j − p̂i converges to
R�̄� (p j − pi ), ∀i ∈ {1,… , n}, j ∈ i within a fixed settling time.

3 THE PROPOSED APPROACH

Consider localisation of a network of multiple agents. It is
assumed that the agents are not capable of obtaining their global
orientations and global positions. Instead, the agents are able to
measure relative distances and relative angular displacements of
their neighbouring agents. We study fixed-time network localisa-
tion under such conditions. To present the proposed approach,
we need to review some preliminary results on distributed con-
sensus algorithm and fixed-time stability.

Consider a system of n-agents modelled as single integrators.
In distributed state consensus for this system, we are interested
in agreement of the state variables of agents. A well-known con-
sensus protocol is as follows [19]:

ẋi =

n∑
j=1

ai j (x j − xi ), (4)

where xi ∈ ℝ denotes the state of agent i ∈ {1, 2,… , n} and ai j

is the element of weighted adjacency matrix A ∈ ℝn×n. In the
literature, it is known that the protocol (4) achieves consensus
of the multi-agent system exponentially fast [19].

While exponential convergence is desirable, it implies that
the states of the agents cannot reach consensus within a finite
time, which might be undesirable depending on applications.
For instance, finite-time orientation estimation and network
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localisation would be beneficial to formation control if the con-
trol strategy is based on the estimated positions. Based on this
observation, one can consider how the consensus of the agents
could be achieved within finite time. It has been shown that the
following non-linear protocol achieves consensus of the agents
within finite time [14]:

ẋi =

n∑
j=1

ai j (x j − xi )
[𝜇], 0 < 𝜇 < 1, (5)

where x[𝜇] denotes sign(x )|x|𝜇 .
We review two properties characterising finite-time consen-

sus: finite-time and fixed-time stability. While these properties
are conceptually similar, they are different in terms of whether
the settling time is bounded regardless of initial conditions or
not. Consider a system described by the following non-linear
differential equation:

ẋ = f (t, x ), x(0) = x0, (6)

where x ∈ ℝn and f : ℝ+ × ℝ
n → ℝn is possibly discontinu-

ous, which was extensively addressed in [20]. Suppose that the
origin is an equilibrium point of the system described in (6).
Then the finite-time stability can be defined as follows:

Definition 1 [12], [13]. The origin of (6) is globally finite-time

stable equilibrium point of the system if it is globally asymp-
totically stable and any solution of x(t, x0) of (6) reaches it
within some finite time, that is, x(t, x0) = 0 ∀t ≥ T (x0), where
T : ℝn → ℝ+ ∪ {0} is the settling-time function.

In the definition of the finite-time stability, settling time might
vary according to the initial condition or it has an upper bound.
If the origin of system (6) is globally finite-time stable but the
settling time can vary depending its initial condition, then the
origin is called finite-time stable. If the settling time is upper
bounded regardless of the initial condition, then the system is
further called fixed-time stable. Illustrative behaviours of finite-
and fixed-time stable systems are shown in Figure 2. As shown
in Figure 2(a), the convergence time of the finite-time stable sys-
tem is a function of the initial condition. However, fixed-time
stable system has an upper bound of the convergence time and
the bound is independent of the initial condition as shown in
Figure 2(b). Fixed-time stability is mathematically defined as fol-
lows:

Definition 2 [13]. The origin of (6) is fixed-time stable equilibrium
point of the system if it is globally finite-time stable and the
settling-time function T (x0) is bounded, that is, ∃ Tmax > 0 :
T (x0) ≤ Tmax, ∀x0 ∈ ℝn.

Based on the definitions of finite- and fixed-time stabil-
ity, we introduce a lemma that will be used in what fol-
lows to analyse fixed-time stability of two consensus sys-
tems describing orientation estimation and network localisation
dynamics:

FIGURE 2 Comparison between (a) finite-time stable system and (b)
fixed-time stable system

Lemma 1 [21]. If there exists a continuous radially unbounded function

V : ℝn → ℝ+ ∪ 0 such that

1. V (x ) = 0 ⇔ x = 0;

2. any solution x(t ) of (6) satisfies the inequality V̇ (x(t )) ≤
−𝛼V 𝜌(x(t )) − 𝛽V 𝜎 (x(t )) for some 𝛼, 𝛽 > 0, 𝜌 = 1 −
1

2𝛾
, 𝜎 = 1 +

1

2𝛾
, 𝛾 > 1,

then the origin is globally fixed-time stable for system (6) and the following

estimate of the settling-time function holds:

T (x0) ≤ Tmax :=
𝜋𝛾√
𝛼𝛽

, ∀x0 ∈ ℝn.

The concepts of convergence within a fixed time and conver-
gence at a fixed time should be distinguished. In this paper, we
are interested in fixed-time control that guarantees convergence
within an upper bound of settling time. Fixed-time control that
gives an exact settling time has been studied in [22]. Based on
input shaping, the authors of [22] have proposed controllers
that ensure convergence of a class of multi-agent systems at a
specified time.

Given the explanations on consensus algorithm, fixed-time
stability and fixed settling time, we propose fixed-time esti-
mation laws in the upcoming sections to solve the problems
introduced in Section 2. A fixed-time orientation estimation
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FIGURE 3 Illustration on diverse bearing definitions

algorithm is designed in Section 4 to solve Problem 1. A
fixed-time network localisation algorithm for orientation-aware
agents is designed in Section 5 to solve Problem 2. To solve
Problem 3, we integrate two estimation algorithms in two
different ways, running them (i) sequentially and (ii) simul-
taneously and they are introduced in Section 6. Sequentially
integrated system utilises the aforementioned two fixed-time
estimation laws. In simultaneously integrated system, a fixed-
time network localisation scheme is designed for agents with
no pre-estimated orientations and is combined with fixed-time
orientation estimation law.

4 FIXED-TIME ORIENTATION
ESTIMATION

We first design an orientation estimation law to solve Prob-
lem 1 under the assumption that the orientations of agents
are not aligned and only the true measurements of the rel-
ative bearings of its neighbouring agents, 𝜃i j , and the esti-

mated orientations of it neighbouring agents, �̂� j are given.
Since several new definitions on angles are introduced in Sec-
tions 4–6, an illustration describing the variables is provided in
Figure 3.

The following consensus-based orientation estimation law
can be found in the literature [8–10]:

̇̂𝜃i =

n∑
j=1

ai j (�̂� j − �̂�i − 𝜃 ji ). (7)

However, the orientation estimation law (7) does not ensure
fixed-time convergence, thus the following non-linear estima-
tion law is proposed consisting of two terms with different
exponents:

̇̂𝜃i =

n∑
j=1

[
𝛼o{ai j (�̂� j − �̂�i − 𝜃 ji )}

[𝜇o]

+𝛽o{ai j (�̂� j − �̂�i − 𝜃 ji )}
[𝜈o]

]
, (8)

where 0 < 𝜇o < 1, 𝜈o > 1, and 𝛼o and 𝛽o are some positive con-
stants.

Define the orientation estimation error variable as

Δ𝜃i (t ) := �̂�i (t ) − 𝜃i .

Then the non-linear estimation law (8) can be written as a non-
linear average consensus protocol introduced in [17]:

Δ�̇�i :=
n∑

j=1

[
𝛼o{ai j (Δ𝜃 j − Δ𝜃i}

[𝜇o]

+𝛽o{ai j (Δ𝜃 j − Δ𝜃i )}
[𝜈o]

]
, (9)

In order to utilise Lemma 1, denote the average value of the
estimation error values as

�̄� =
1
n

n∑
i=1

Δ𝜃i (t0), (10)

and define a disagreement vector Θ̃ = [�̃�1 ⋯�̃�n]⊤ as

�̃�i (t ) := Δ𝜃i (t ) − �̄�. (11)

Then (9) can be rewritten based on the new variables as

̇̃𝜃i =

n∑
j=1

[
𝛼o{ai j (�̃� j − �̃�i )}

[𝜇o] + 𝛽o{ai j (�̃� j − �̃�i )}
[𝜈o]

]
. (12)

Define 𝜓i j as follows:

𝜓i j (�̃� j − �̃�i ) = 𝛼o{ai j (�̃� j − �̃�i )}
[𝜇o] + 𝛽o{ai j (�̃� j − �̃�i )}

[𝜈o],

which leads to

̇̃𝜃i =

n∑
j=1

𝜓i j (�̃� j − �̃�i ).

Note that 𝜓i j can be considered an action function introduced
in [23], which satisfies the following property:

𝜓i j (Δ𝜃 j − Δ𝜃i ) = −𝜓 ji (Δ𝜃i − Δ𝜃 j ). (13)

Due to (11), we have Δ�̇�i (t ) = ̇̃𝜃i (t ). From (13), we further
obtain the following:

n∑
i=1

Δ�̇�i = 0, (14)

which implies

1
n

n∑
i=1

Δ𝜃i (t ) =
1
n

n∑
i=1

Δ𝜃i (t0) = �̄� (15)
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and
n∑

i=n

�̃�i (t ) = 0, ∀t > 0. (16)

This shows that the origin is the equilibrium point of (12). In
short, ΔΘ converges to �̄�1n and by the definition of the estima-
tion error variable, the orientation estimation law (8) converges
to the true orientation value with a common offset �̄�. It is worth
emphasising that although �̄� has been introduced in the process
of deriving the equilibrium point of (12), the knowledge on the
value �̄� is not needed to be known by the agents for fixed-time
convergence of the proposed estimation scheme. Then we have
the following result:

Theorem 1. Consider a system of n agents whose orientations are

not aligned. Assume that the underlying graph of the system is undi-

rected and connected. Under the orientation estimation protocol (8) with

𝜇o = 1 −
1

𝛾o

, 𝜈o = 1 +
1

𝛾o

, 𝛾o > 1, the error dynamics (9) converges to

its equilibrium set within the maximum settling time,

T o
max =

𝜋𝛾on
1

2𝛾o

2
√
𝛼o𝛽o(𝜆∗(𝜇o

))
1

2
−

1

4𝛾o (𝜆∗(𝜈o
))

1

2
+

1

4𝛾o

,

where 𝜆∗ is the second smallest eigenvalue of a Laplacian matrix and 𝜇o

and 𝜈o
represent the Laplacian matrices of weighted graphs with adjacency

matrices A
[

2𝜇o

𝜇o+1
]

and A
[

2𝜈o

𝜈o+1
]
, respectively.

Proof. The proof follows Theorem 5 in [17], thus here an outline
is given. Define the Lyapunov function as

V (Θ̃) =
1
2
Θ̃⊤Θ̃ =

1
2

n∑
i=1

�̃�2
i . (17)

Then the time derivative of the Lyapunov function is given as

V̇ (Θ̃) ≤ −2𝜇0𝛼o(𝜆∗(𝜇0
))

𝜇0+1

2 V
𝜇0+1

2

− 2𝜈0𝛽on
1−𝜈0 (𝜆∗(𝜈0

))
𝜈0+1

2 V
𝜈0+1

2 , (18)

which can be arranged as

V̇ (Θ̃) ≤ −�̄�oV
𝜌o (Θ̃) − 𝛽oV

𝜎o (Θ̃), (19)

where

�̄�o = 2𝜇o𝛼o(𝜆∗(𝜇o
))

𝜇o+1

2 ,

𝛽o = 2𝜈o𝛽on
1−𝜈o (𝜆∗(𝜈o

))
𝜈o+1

2 ,

𝜌o =
𝜇o + 1

2
, 𝜎o =

𝜈o + 1
2

.

Based on Lemma 1, it is concluded that the error dynamics
(12) is globally fixed-time stable and the upper bound of the
settling time is given as

T o
max =

𝜋𝛾on
1

2𝛾o

2
√
𝛼o𝛽o𝜆∗(𝜇o

)
1

2
−

1

4𝛾o 𝜆∗(𝜈o
)

1

2
+

1

4𝛾o

, (20)

which completes the proof. □

5 FIXED-TIME NETWORK
LOCALISATION OF
ORIENTATION-AWARE AGENTS

Assume that the agents are aware of their orientations with
respect to the global reference frame with a common off-
set based on the fixed-time orientation estimation proposed
in the previous section. This means that after each agent
measures the relative positions of its neighbouring agents
with respect to its own reference frame, they correspond
to the relative positions based on a common reference
frame. The network localisation problem described in Prob-
lem 2 will therefore become a displacement-based observation
problem [24].

Denote by p̂ik the estimated position of agent i along k-
axis and Rk,𝜃 the kth row of the rotation matrix by 𝜃 where
k ∈ {x, y}, that is, p̂i = [ p̂ix p̂iy]

⊤, R𝜃 = [R⊤
x,𝜃

R⊤
y,𝜃

]⊤. Also define

�̂�∗i := 𝜃i + �̄� as the final estimated orientation of agent i. Then
using the final orientation estimate �̂�∗i and the relative posi-
tion pi

ji , along with the estimated position of its neighbouring
agents, p̂ j , the proposed fixed-time network localisation proto-
col is designed as follows:

̇̂pik =

n∑
j=1

[
𝛼{ai j ( p̂ jk − p̂ik − Rk,�̂�∗

i
pi

ji )}
[𝜇]

+𝛽{ai j ( p̂ jk − p̂ik − Rk,�̂�∗
i

pi
ji )}

[𝜈]
]
,

=

n∑
j=1

[
𝛼{ai j ( p̂ jk − p̂ik − Rk,�̄� p ji )}

[𝜇]

+𝛽{ai j ( p̂ jk − p̂ik − Rk,�̄� p ji )}
[𝜈]
]
, (21)

where 𝛼, 𝛽 ∈ ℝ+, 0 < 𝜇 < 1, and 𝜈 > 1.
Define the error variable as Δpi := p̂i − R�̄� pi . Then we have

the following error dynamics:

Δ ṗik :=
n∑

j=1

[𝛼(ai j (Δp jk − Δpik ))[𝜇]

+ 𝛽(ai j (Δp jk − Δpik ))[𝜈]]. (22)



70 JOHN ET AL.

Define p̄k as

p̄k =
1
n

n∑
i=1

Δpik(t0), p̄ =

[
p̄x

p̄y

]
(23)

and define a disagreement vector p̃ik as

p̃ik(t ) := Δpik(t ) − p̄k, p̃i =

[
p̃ix

p̃iy

]
. (24)

Then (22) becomes

̇̃pik =

n∑
j=1

[𝛼(ai j ( p̃ jk − p̃ik ))[𝜇] + 𝛽(ai j ( p̃ jk − p̃ik ))[𝜈]]. (25)

Define 𝜙i jk as follows:

𝜙i jk( p̃ jk − p̃ik ) = 𝛼(ai j ( p̃ jk − p̃ik ))[𝜇] + 𝛽(ai j ( p̃ jk − p̃ik ))[𝜈],

which leads to

̇̃pik =

n∑
j=1

𝜙i jk( p̃ jk − p̃ik ).

Note that 𝜙i jk can be considered an action function satisfying
𝜙i jk(⋅) = −𝜙 jik(⋅). From (24), we have ̇̃pik(t ) = Δ ṗik(t ). Due
to the property of the action function 𝜙i jk, we further have∑n

i=1 Δ ṗik = 0. This implies

1
n

n∑
i=1

Δpik(t ) =
1
n

n∑
i=1

Δpik(t0) = p̄k (26)

and

n∑
i=1

p̃ik(t ) = 0, ∀t > 0. (27)

Thus, the origin is the equilibrium point of (25) and moreover
Δpik(t ) → p̄k as t →∞. So the final estimates of the position
of agent i, p̂i , becomes p̄+ R�̄� pi . The following theorem sum-
marises the fixed-time stability of the network localisation error
dynamics (25):

Theorem 2. Consider the network localisation protocol (21). Assume

that the underlying graph of the agents is undirected and connected. If the

parameters 𝜇 and 𝜈 satisfy 𝜇 = 1 −
1

𝛾
, 𝜈 = 1 +

1

𝛾
, for some 𝛾 > 1,

then the error dynamics (22) converges to its equilibrium set within the

maximum settling time,

T
p

max =
𝜋𝛾n

1

2𝛾

2
1−

1

4𝛾
√
𝛼𝛽(𝜆∗(𝜇 ))

1

2
−

1

4𝛾 (𝜆∗(𝜈 ))
1

2
+

1

4𝛾

.

Proof. Similar steps to the proof of Theorem 1 can be taken to
show that the network localisation dynamics is globally fixed-
time stable. Denote [ p̃⊤1 p̃⊤2 ⋯ p̃⊤n ] by P̃ . Take the following
Lyapunov function to derive the fixed value of the maximum
settling time:

V (P̃ ) =
1
2

P̃⊤P̃ =
1
2

∑
k∈{x,y}

n∑
i=1

p̃2
ik
. (28)

The derivative of the Lyapunov function becomes

V̇ (P̃ ) = −
1
2
𝛼

∑
k∈{x,y}

n∑
i, j=1

a
𝜇

i j | p̃ jk − p̃ik|𝜇+1

−
1
2
𝛽

∑
k∈{x,y}

n∑
i, j=1

a𝜈i j | p̃ jk − p̃ik|𝜈+1.

Utilising the norm equivalence property [21]

‖z‖l ≤ ‖z‖r ≤ n
1

r
−

1

l ‖z‖l for z ∈ ℝn, l > r > 0,

which is derived from Hölder’s inequality, along with the given
conditions 𝜇 + 1 < 2, 𝜈 + 1 > 2, we obtain

V̇ (P̃ ) ≤ −
1
2
𝛼

⎛⎜⎜⎝
∑

k∈{x,y}

n∑
i, j=1

a

2𝜇

𝜇+1

i j ( p̃ jk − p̃ik )2
⎞⎟⎟⎠
𝜇+1

2

− 2−
𝜈+1

2 𝛽n1−𝜈
⎛⎜⎜⎝
∑

k∈{x,y}

n∑
i, j=1

a

2𝜈

𝜈+1
i j ( p̃ jk − p̃ik )2

⎞⎟⎟⎠
𝜈+1

2

.

If P̃ ≠ 12n, we have the following inequalities:

∑
k∈{x,y}

n∑
i, j=1

a

2𝜇

𝜇+1

i j ( p̃ jk − p̃ik )2 = 2P̃⊤(𝜇 ⊗ I2)P̃

≥ 4𝜆∗(𝜇 )V (P̃ ),

∑
k∈{x,y}

n∑
i, j=1

a

2𝜈

𝜈+1
i j ( p̃ jk − p̃ik )2 = 2P̃⊤(𝜈 ⊗ I2)P̃

≥ 4𝜆∗(𝜈 )V (P̃ ),

where 𝜇 and 𝜈 denote Laplacian matrices corresponding

to the weighted adjacency matrices with entries a

2𝜇

𝜇+1

i j and

a

2𝜈

𝜈+1
i j , respectively.
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Then the time derivative of the Lyapunov function becomes

V̇ (P̃ ) ≤ −2𝜇𝛼(𝜆∗(𝜇 ))
𝜇+1

2 V
𝜇+1

2

− 2
𝜈+1

2 𝛽n1−𝜈 (𝜆∗(𝜈 ))
𝜈+1

2 V
𝜈+1

2 .

By arranging the equation, we further obtain

V̇ (P̃ ) ≤ −�̄�V 𝜌(P̃ ) − 𝛽V 𝜎 (P̃ ),

where

�̄� = 2𝜇𝛼(𝜆∗(𝜇 ))
𝜇+1

2 ,

𝛽 = 2
𝜈+1

2 𝛽n1−𝜈 (𝜆∗(𝜈 ))
𝜈+1

2 ,

𝜌 =
𝜇 + 1

2
, 𝜎 =

𝜈 + 1
2

.

This shows that the Lyapunov function satisfies the condition in
Lemma 1. Further the upper bound of settling time is given as

T
p

max =
𝜋𝛾n

1

2𝛾

2
1−

1

4𝛾
√
𝛼𝛽(𝜆∗(𝜇 ))

1

2
−

1

4𝛾 (𝜆∗(𝜈 ))
1

2
+

1

4𝛾

, (29)

which completes the proof. □

6 INTEGRATION OF ORIENTATION
ESTIMATION AND LOCALISATION
SCHEMES

In the previous sections, fixed-time estimation laws for orien-
tation and position estimation were developed separately. To
achieve the ultimate goal of designing an adaptive localisation
scheme consisting of an orientation estimation law and a net-
work localisation law that solve Problem 3, we introduce two
different ways to integrate the orientation estimation and net-
work localisation laws developed in the previous sections; (i)
sequentially and (ii) simultaneously.

6.1 Sequential integration

One way of integrating the fixed-time orientation estimation
and network localisation laws is to operate them sequentially as
shown in Algorithm 1. The algorithm is designed to perform
the fixed-time network localisation after calculating the max-
imum settling time of the fixed-time orientation estimation.
However, computing the maximum settling time of the system
requires the information of the system graph topology and
edge weights. Since we consider a distributed estimation and
localisation scheme, we use the upper bound for the maximum
settling time, which can be calculated using the information
of the number of agents only. The settling time in (20) is

ALGORITHM 1 Sequential fixed-time orientation estimation and
network localisation

Input: n - number
of agents in
the system

𝛼0, 𝛽0, 𝛾0 - coefficients on
fixed-time orientation estimation

1: Compute the minimum possible algebraic connectivity
of the connected n-agent system

2: For the computed 𝜆∗, compute the maximum possible
settling time of the fixed-time orientation
estimation

3: for t0 ≤ t ≤ T o
Max

, do

4: Fixed-time orientation estimation

5: end for

6: Fixed-time network localisation

FIGURE 4 An example of an interaction topology between five agent sys-
tem

inversely proportional to the algebraic connectivity of the
underlying graph, thus we aim to obtain the minimum value of
the algebraic connectivity. From the previous results studied in
[25, 26], we know that the algebraic connectivity is minimum
when the corresponding graph is a path graph. Also under the
same graph topology, the algebraic connectivity decreases as
the weights of the edges decrease. Based on these facts, if we
assume that the non-zero weights are greater than a constant,
wc, it is possible to obtain the upper bound of the maximum
settling time with only the information of the number of agents.

6.2 Simultaneous integration

Another way to integrate the two fixed-time estimation laws
is to conduct the process simultaneously. As different from
the sequential integration, the stability of the simultaneously
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FIGURE 5 Orientation estimation error in conventional orientation esti-
mation of the system in Figure 4

FIGURE 6 Orientation estimation error in fixed-time orientation estima-
tion of the system in Figure 4

conducted estimation system must be shown because the dis-
agreement value in orientation estimation, �̃�i acts as a dis-
turbance in fixed-time network localisation and may cause
finite-time escape in the overall system. In this subsection, we
prove uniform asymptotic stability of the simultaneously con-
ducted system and derive an upper bound of the settling time.
Local input-to-state stability and uniform asymptotic stability
of interconnected systems are well described in the following
lemmas:

Lemma 2 [27]. Consider the system ẋ = f (x, u). Suppose that in some

neighbourhood of (x = 0, u = 0), the function f (x, u) is continuously

differentiable. If the unforced system f (x, 0) has a uniformly asymptotically

stable equilibrium point at the origin x = 0, then the system f (x, u) is

locally input-to-state stable.

FIGURE 7 Position estimation error in conventional network localisation
of the system in Figure 4 with orientation-aware agents

FIGURE 8 Position estimation error in fixed-time network localisation of
the system in Figure 4 with orientation-aware agents

Consider the interconnected system

ẋ1 = f1(x1, x2) (30)

ẋ2 = f2(x2). (31)

Lemma 3 [27]. If the system (30), with x2 as input, is locally input-to-

state stable and the origin of (31) is uniformly asymptotically stable, then

the origin of the interconnected system (30, 31) is uniformly asymptotically

stable.

In simultaneously integrated system, the orientations are not
estimated beforehand, thus the fixed-time network localisa-
tion law is different from the estimation scheme introduced
in Section 5. The fixed-time network localisation law with



JOHN ET AL. 73

FIGURE 9 Sequential fixed-time orientation estimation and network local-
isation of the system in Figure 4

FIGURE 10 Position estimation errors in sequential fixed-time orientation
estimation and network localisation of the system in Figure 4

simultaneous fixed-time orientation estimation follows

̇̂pik =

n∑
j=1

[
𝛼{ai j ( p̂ jk − p̂ik − Rk,Δ𝜃i

p ji )}
[𝜇]

+𝛽{ai j ( p̂ jk − p̂ik − Rk,Δ𝜃i
p ji )}

[𝜈]
]
. (32)

The error dynamics can be written as

Δ ṗik =

n∑
j=1

[
𝛼{ai j (Δp jk − Δpik + Rk,�̄� p ji − Rk,Δ𝜃i

p ji )}
[𝜇]

+𝛽{ai j (Δp jk − Δpik + Rk,�̄� p ji − Rk,Δ𝜃i
p ji )}

[𝜈]
]
,

(33)

FIGURE 11 Simultaneous fixed-time orientation estimation and network
localisation of the system in Figure 4

FIGURE 12 Position estimation errors in simultaneous fixed-time orien-
tation estimation and network localisation of the system in Figure 4

and further the disagreement dynamics is expressed as

̇̃pik =

n∑
j=1

[
𝛼{ai j ( p̃ jk − p̃ik + (Rk,�̄� − Rk,Δ𝜃i

)p ji )}
[𝜇]

+𝛽{ai j ( p̃ jk − p̃ik + (Rk,�̄� − Rk,Δ𝜃i
)p ji )}

[𝜈]
]

=

n∑
j=1

[
𝛼{ai j ( p̃ jk − p̃ik + (Rk,�̄� − Rk,�̄�+�̃�i

)p ji )}
[𝜇]

+𝛽{ai j ( p̃ jk − p̃ik + (Rk,�̄� − Rk,�̄�+�̃�i
)p ji )}

[𝜈]
]
.(34)

Then (12) and (34) forms an interconnected system where Θ̃ is
considered input in (34). The following theorem describes the
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FIGURE 13 Simultaneously conducted fixed-time orientation estimation
and network localisation of the system in Figure 4 with one anchor node

uniform asymptotic stability of the origin of the interconnected
system (12) and (34):

Theorem 3. Assume the origin of the disagreement dynamics (12) and

(25) is fixed-time stable, respectively. Then the origin of the interconnected

system described by (12) and (34) is uniformly asymptotically stable.

Proof. From Definitions 1 and 2, the fixed-time stability assures
global asymptotic stability. Note that (25) is the unforced system
of (34). According to Lemma 2, system (34) is locally input-to-
state stable. Based on Lemma 3, it is concluded that the origin
of the interconnected system described by (12) and (34) is uni-
formly asymptotically stable. □

By the orientation estimation law (8), the orientation esti-
mates converge to their final values within the fixed settling
time T o

max. Additionally, the unforced system (25) has the upper
bound of the settling time T

p
max, which is independent of ini-

tial condition. This ensures that the simultaneously integrated
system has the upper bound of the settling time Tmax = T o

max +

T
p

max.

Remark 1. Although the fixed-time estimation laws in this
paper are designed for undirected and connected communi-
cation graphs, similar laws can also be designed for directed
strongly connected communication graphs. Refer to [18] for the
proof of fixed-time average consensus over directed communi-
cation graphs. The key idea in establishing fixed-time consensus
for undirected graphs is the symmetry property of the Laplacian
matrix. In the case of a directed graph whose Laplacian matrix
is asymmetric, [28] introduced a virtual graph called the mirror
graph, having symmetric Laplacian matrix when the commu-
nication graph is strongly connected. Assuming the communi-
cation graph to be directed spanning tree would further cover
general cases but become a challenging problem.

Remark 2. Problem 1 and 2 focus on the fixed-time stability of
orientation estimation and network localisation. In the process
of estimation, there might exist external disturbances in mea-
surements of relative orientations and positions and the com-
munication between agents. In practical applications, such dis-
turbances are inevitable and research upon the subject is desir-
able to ensure robustness of the system. In the literature [29,
30], it has been shown that PI or PID protocols ensure robust-
ness of general consensus system. Especially, the integral term
in the protocol removes the steady-state error resulted from the
disturbances. Future research to adopt the idea into fixed-time
state estimation systems will ensure correct estimation in the
presence of disturbances.

7 SIMULATION RESULTS

We provide simulation results to validate the proposed fixed-
time orientation estimation and network localisation protocols.
For simulation, we consider five agents on the plane. We assume
that the agents are located in the form of a pentagon shape. The
underlying graph capturing the interaction between the agents
based on sensing and communication is illustrated in Figure 4
and the weight of each edge is set to 1.

Further we assume that the orientations of the agents are ran-
domly assigned. For the proposed fixed-time orientation and
network localisation protocols, parameters are designed as fol-
lows: 𝛼0, 𝛽0,𝛼, 𝛽 = 1, 𝛾0, 𝛾 = 2.

We first compare the proposed fixed-time orientation estima-
tion law with the conventional law (7). The weight of each con-
nected edge in the conventional system is also set to 1. Figures 5
and 6 show the orientation estimation error variables under the
existing law and the proposed one, respectively. The line indi-
cating the maximum settling time of the fixed-time orientation
estimation is also drawn in Figure 6, showing that the orienta-
tion estimation error converges to a common offset within the
fixed time under the proposed law. T o

max ≈ 3.3993 is calculated
using (20). Both the estimation error dynamics in (9) and the one
found in [8] achieve average consensus with identical offset.

Next we compare the proposed fixed-time network localisa-
tion law with the existing one described by

̇̂pi =

n∑
i=1

ai j ( p̂ j − p̂i − R�̄� p ji ). (35)

The asymptotic convergence property of the system having the
agents with the corresponding estimation law is found in [1].
Assuming that each agent in both systems is aware of its ori-
entations, Figures 7 and 8 show the position estimation error
variables under the existing law and the proposed one, respec-
tively. T

p
max ≈ 3.7070 obtained from (29) is indicated in Figure 8.

This shows that the convergence speed of the proposed law is
faster compared to that of the conventional one.

Third, Figures 9 and 10 show the result when the fixed-time
orientation estimation and network localisation are sequentially
performed. The final estimated positions in Figure 9 show the
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pentagon shape with a common offset of [ p̄x , p̄y] and a rotation
by the angle of �̄� as expected. Figure 10 shows that the fixed-
time position estimation is carried out after the upper-bound of
the maximum settling time of the fixed-time orientation estima-
tion as calculated in Algorithm 1. We assumed that the edges
with non-zero weight had the value 0.5 ≤ wi j ≤ 1.

Next, Figures 11 and 12 show the result when the fixed-time
orientation estimation and network localisation are simultane-
ously performed. Figure 11 shows that the orientations and
positions are estimated. Figure 12 shows that position esti-
mation error converges to a common offset expectedly. Fig-
ure 12 shows that the position estimation error starts to con-
verge before the orientation estimates are fully converged to
their final values. This shows that the simultaneously operated
system requires a shorter settling time compared to the sequen-
tially operated system.

Lastly, we provide an example that shows how the proposed
system can be applied to practical situations by allowing an agent
to be aware of global information. Figure 13 shows the simul-
taneously conducted fixed-time orientation estimation and net-
work localisation under the assumption that agent 1 is aware
of its global orientation and position. Expectedly, each position
estimate converges to its true value.

8 CONCLUSIONS

We have studied fixed-time orientation estimation and fixed-
time network localisation of planar multi-agent systems. We
have developed estimation laws that ensures orientation estima-
tion and network localisation within fixed time, respectively, if
the underlying graph of the multi-agent system is undirected and
connected. We have designed an algorithm based on the sequen-
tial operation of the developed orientation estimation and net-
work localisation laws, which ensure fixed-time convergence of
the angle and position estimation error dynamics to their com-
mon equilibrium bias values, for example, convergence of the
local coordinate frame estimation errors to zero. The uniform
asymptotic stability of the interconnected system of fixed-time
orientation estimation and fixed-time network localisation has
been proved. Based on simulation results, we have showed that
the simultaneous operation of the proposed laws result in bet-
ter performance.

Although we have verified that the proposed system con-
verges faster and within a fixed time, there still remains open
problems. It is necessary to study not only convergence speed
but also system performance such as disturbance rejection and
transient characteristics. Thus it will be important to conduct
experimental analysis as well as theoretical study.

ACKNOWLEDGEMENTS

This work was supported by the National Research Foundation
of Korea (NRF) grant funded by the Korea government (MSIT)
(2019R1A4A1029003).

ORCID

Kwang-Kyo Oh https://orcid.org/0000-0003-1020-7286

REFERENCES

1. Oh, K.K., Ahn, H.S.: Formation control of mobile agents based on dis-
tributed position estimation. IEEE Trans. Autom. Control 58(3), 737–742
(2012)

2. Balamurugan, G., et al.: Survey on UAV navigation in GPS denied envi-
ronments. In: 2016 International Conference on Signal Processing, Com-
munication, Power and Embedded System (SCOPES). IEEE, pp. 198–204
(2016)

3. Aspnes, J., et al.: A theory of network localization. IEEE Trans. Mob. Com-
put. 5(12), 1663–1678 (2006)

4. Mao, G., et al.: Wireless sensor network localization techniques. Comput.
Netw. 51(10), 2529–2553 (2007)

5. Eren, T.: Using angle of arrival (bearing) information for localization in
robot networks. Turk. J. Electr. Eng. Comput. Sci. 15(2), 169–186 (2007)

6. Zhao, S., Zelazo, D.: Bearing rigidity theory and its applications for control
and estimation of network systems: Life beyond distance rigidity. IEEE
Control Syst. Mag. 39(2), 66–83 (2019)

7. Van.Tran, Q., et al.: Finite-time bearing-only formation control via dis-
tributed global orientation estimation. IEEE Trans. Control Network Syst.
6(2), 702–712 (2018)

8. Oh, K.K., Ahn, H.S.: Formation control and network localization via ori-
entation alignment. IEEE Trans. Autom. Control 59(2), 540–545 (2014)

9. Lee, B.H., Ahn, H.S.: Formation control and network localization via dis-
tributed global orientation estimation in 3-D. arXiv:170803591 (2017)

10. John, Y., et al.: Network localization of uniformly connected graph using
orientation estimation. In: 2018 IEEE Conference on Control Technology
and Applications (CCTA). IEEE, pp. 1139–1144 (2018)

11. Haimo, V.T.: Finite time controllers. SIAM J. Control Optim. 24(4), 760–
770 (1986)

12. Bhat, S., Bernstein, D.: Finite-time stability of continuous autonomous sys-
tems. SIAM J. Control Optim. 38(3), 751–766 (2000)

13. Polyakov, A.: Nonlinear feedback design for fixed-time stabilization of lin-
ear control systems. IEEE Trans. Autom. Control 57(8), 2106–2110 (2012)

14. Wang, L., Xiao, F.: Finite-time consensus problems for networks of
dynamic agents. IEEE Trans. Autom. Control 55(4), 950–955 (2010)

15. Li, S., Wang, X.: Finite-time consensus and collision avoidance control
algorithms for multiple AUVS. Automatica 49(11), 3359–3367 (2013)

16. Sun, Z., et al.: Finite time distance-based rigid formation stabilization and
flocking. IFAC Proc. Vol. 47(3), 9183–9189 (2014)

17. Parsegov, S.E., et al.: Fixed-time consensus algorithm for multi-agent sys-
tems with integrator dynamics. IFAC Proc. Vol. 46(27), 110–115 (2013)

18. Zuo, Z., et al.: Fixed-time consensus for multi-agent systems under
directed and switching interaction topology. In: 2014 American Control
Conference. IEEE, pp. 5133–5138 (2014)

19. Moreau, L.: Stability of continuous-time distributed consensus algorithms.
In: 2004 43rd IEEE Conference on Decision and Control (CDC)(IEEE
Cat. No. 04CH37601), vol. 4. IEEE, pp. 3998–4003 (2004)

20. Filippov, A.: Differential Equations with Discontinuous Righthand Sides:
Control Systems, vol. 18. Berlin, Springer Science & Business Media
(1988)

21. Parsegov, S., et al.: Nonlinear fixed-time control protocol for uniform allo-
cation of agents on a segment. In: 2012 IEEE 51st IEEE Conference on
Decision and Control (CDC), pp. 7732–7737 (2012)

22. Chen, T., Shan, J.: Fixed-time consensus control of multiagent systems
using input shaping. IEEE Trans. Ind. Electron. 66(9), 7433–7441 (2018)

23. Saber, R.O., Murray, R.M.: Consensus protocols for networks of dynamic
agents. In: Proceedings of the 2003 American Control Conference, 2003.
vol. 2, pp. 951–956 (2003)

24. Oh, K.K., et al.: A survey of multi-agent formation control. Automatica
53, 424–440 (2015)

25. Fiedler, M.: Algebraic connectivity of graphs. Czechoslovak Math. J. 23(2),
298–305 (1973)

26. Belhaiza, S., et al.: Variable neighborhood search for extremal graphs. xi.
bounds on algebraic connectivity. In: Avis, D., Hertz, A., Marcotte, O. (eds)
Graph Theory and Combinatorial Optimization. Springer, Berlin, pp. 1–16
(2005)

27. Khalil, H.K.: Nonlinear Systems, vol. 2. Prentice Hall, Upper Saddle River,
NJ (1996)

https://orcid.org/0000-0003-1020-7286
https://orcid.org/0000-0003-1020-7286


76 JOHN ET AL.

28. Olfati.Saber, R., Murray, R.M.: Consensus problems in networks of agents
with switching topology and time-delays. IEEE Trans. Autom. Control
49(9), 1520–1533 (2004)

29. Lombana, D.A.B., Di.Bernardo, M.: Distributed PID control for consen-
sus of homogeneous and heterogeneous networks. IEEE Trans. Control
Network Syst. 2(2), 154–163 (2014)

30. Lv, Y., et al.: Distributed PI control for consensus of heterogeneous mul-
tiagent systems over directed graphs. IEEE Trans Syst. Man Cybern. Sys.
50(4), 1602–1609 (2018)

How to cite this article: John Y, Oh K-K, Fidan B,
Ahn HS. Fixed-time orientation estimation and network
localisation of multi-agent systems. IET Control Theory

Appl. 2021;15:64–76.
https://doi.org/10.1049/cth2.12026

https://doi.org/10.1049/cth2.12026

	Fixed-time orientation estimation and network localisation of multi-agent systems
	Abstract
	1 | INTRODUCTION
	2 | PROBLEM STATEMENT
	3 | THE PROPOSED APPROACH
	4 | FIXED-TIME ORIENTATION ESTIMATION
	5 | FIXED-TIME NETWORK LOCALISATION OF ORIENTATION-AWARE AGENTS
	6 | INTEGRATION OF ORIENTATION ESTIMATION AND LOCALISATION SCHEMES
	6.1 | Sequential integration
	6.2 | Simultaneous integration

	7 | SIMULATION RESULTS
	8 | CONCLUSIONS
	ACKNOWLEDGEMENTS
	ORCID
	REFERENCES


