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In online multi-target tracking, modeling of appearance and geometric similarities
between pedestrians visual scenes is of great importance. The higher dimension of inherent
information in the appearance model compared to the geometric model is problematic in
many ways. However, due to the recent success of deep-learning-based methods, handling
of high-dimensional appearance information becomes feasible. Among many deep neural
networks, Siamese network with triplet loss has been widely adopted as an effective
appearance feature extractor. Since the Siamese network can extract the features of each
input independently, one can update and maintain target-specific features. However, it
is not suitable for multi-target settings that require comparison with other inputs. To
address this issue, we propose a novel track appearance model based on the joint-
inference network. The proposed method enables a comparison of two inputs to be used
for adaptive appearance modeling and contributes to the disambiguation of target-
observation matching and to the consolidation of identity consistency. Diverse experimen-
tal results support the effectiveness of our method. Our work was recognized as the
3rd-best tracker in BMTT MOTChallenge 2019, held at CVPR2019. (https://motchallenge.
net/results/CVPR_2019_Tracking_Challenge/) The code is available at https://github.com/
yyc9268/Deep-TAMA.

� 2020 Published by Elsevier Inc.
1. Introduction

The purpose of multi-target tracking is to provide accurate trajectories of moving targets from given observations. The
produced trajectories are used for position prediction or re-identification. For instance, in autonomous vehicle applications,
it can be used to prevent traffic accidents by predicting the movement of pedestrians or vehicles, and in an intelligent
surveillance system, we can identify and track criminals using reconstructed trajectories and re-identification algorithms.
Since these applications are closely related to public safety, a robust tracking algorithm must be devised.

Multi-target tracking algorithms can be categorized into two types according to the data processing style: online methods
that process the current data frame in sequence, typically applied in time-critical applications such as autonomous vehicles,
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and offline methods that exploit the data of whole frames. Although offline methods perform better than online methods,
they generally are not suitable for time-critical applications due to the high computational expense of the global optimiza-
tion process (e.g., linear programming [25], minimax path search [37], graph-cut [42]). In addition, multiple hypothesis
tracking (MHT) [19] has often been adopted as a semi-online framework. The main interest of this paper is an appearance
model for online multi-target tracking; thus, the following sections are devoted to online tracking methods.

In visual multi-target tracking, tracking-by-detection has been widely adopted due to the advancement in bounding-box
detection algorithms. As tracking performance is dependent on the detection quality, public detection datasets are used for a
fair tracking performance comparison. To improve the tracking performance, the inclusion of additional appearance features
in the bounding-box detection is typically considered. The simplest appearance model is a color histogram. Several works
[38,41,47] used an RGB- or HSV-based color histogram from targets and observations; however, color histograms do not sig-
nificantly contribute to performance improvement because a simple histogrammodel contains redundant background infor-
mation and suffers from changes in imaging conditions, e.g., illumination changes. To overcome this, other alternative hand-
crafted features such as the histogram of gradient (HOG) [46] and optical flow [44] have been used.

Recently, deep-learning-based feature extraction was adopted to achieve more discriminative power. In particular, the
Siamese network (Fig. 2) is popular as an effective deep feature extractor. The network shares its weights during training
and outputs feature vectors from the last fully connected layer. Compared to the models with hand-crafted features, the Sia-
mese network exhibits outstanding accuracy. However, a weakness of the Siamese network occurs in the inferencing stage:
it looks at only one sample during inferencing, and the feature is extracted without considering a counterpart (Fig. 1,2b). A
joint-inference structure (Fig. 3) can solve this problem since it takes a concatenated input and infers similarity by consid-
ering two images simultaneously (Fig. 1a). However, it has been adopted only for offline trackers [24,42] because it cannot
extract target-specific features. In other words, the joint-inference network (JI-Net) is used for node-to-node scoring in offline
trackers and not for appearance modeling in online trackers. This weakness aggravates its performance, especially when
Fig. 1. Activation map comparison between JI-Net and the Siamese network. The input and corresponding activation maps are presented in the same color.
The layer numbers specified correspond to Table 4, from which the feature maps are activated. (a) Depending on the combination of templates, JI-Net
extracts different features. Interestingly, an arm part of the anchor image (red circled) is activated only when compared with a negative counterpart. (b) The
Siamese network extracts the same features for an anchor image (green) regardless of the compared counterpart (blue or red). As a result, it fails to output a
distinguished similarity score. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Siamese network structure. It copies the same network 3 times during the training stage and uses a single network during the test stage.
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Fig. 3. Joint-inference network (JI-Net) structure. Since this network receives as input concatenated patches, an anchor and the counterpart, loss is inferred
through a single pipeline in the training step. The matching feature is extracted before the last fully connected layer. This feature becomes an input for each
LSTM cell in our data-driven method.
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bounding boxes are not well located on the target or contain occluded targets. The relative characteristics of each network
are summarized in Table 1. Fig. 4 is provided to illustrate the aforementioned concepts (counterpart, target-specific feature).

The first approach to overcoming the limitation of JI-Net was proposed in our conference paper [48]. Specifically, heuristic
historical appearance matching is used to accommodate adaptive appearance modeling in the framework. Although [48]
achieved good results on the benchmarks, the heuristic association method limits the performance.

Some preliminary parts of this paper were already covered in [48]. However, notable extensions are as follows:

� The conference version [48], i.e., the heuristic association method, is improved by a new data-driven method. To the best
of our knowledge, this work is the first to successfully associate concatenated templates of the target and observation, not
templates of a single target, to directly derive the likelihood between the pair. To enable flexible tracking, shape modeling
is also integrated into the appearance model.
� The whole framework is thoroughly covered from training data preparation to tracking modules to support reproduction
of our research. For practical applications, batch-based acceleration techniques and tracking results in real-world surveil-
lance environments are presented.
� Diverse experiments provide insights into the effect of the appearance model in multi-target tracking. The results validate
the improved ID-preserving ability of the proposed methods compared to the conference version [48] and the baselines.
The performance of our tracker is generalized from the results on a public benchmark and the CVPR2019 Multi-Object
Tracking Challenge [12].

The rest of this paper is organized as follows: First, related works are discussed in comparison to our method. Second,
multi-target tracking is formulated as Bayesian filtering and data association problems. Third, the proposed methods and
Table 1
Relative characteristics between two feature extraction methods: Siamese-Net and
JI-Net.

Network Target feature embedding Counterpart consideration

Siamese-Net U �
JI-Net � U

Fig. 4. Supplementary example to Table 1. (a) When two templates are compared, each template becomes a counterpart of the other. (b) During the
inference stage, the Siamese network takes a single template and outputs a feature vector that exactly corresponds to the input template. By contrast, JI-Net
takes an input in the form of concatenated templates and directly outputs a likelihood. As represented by the ‘mixed’ color vector, JI-Net cannot extract a
feature vector of ‘A’ or ‘B’ and thus cannot model the feature of a specific target.
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minor contributions are explained. Fourth, implementation details, ablation studies and comparisons with state-of-the-art
trackers are presented. Finally, a summary of our method is provided, and its limitations are discussed.
2. Related works

In this section, we first introduce recent works on Bayesian multi-target tracking. Then, related works on target appear-
ance modeling are categorized based on three different aspects: the target-specific appearance feature, the appearance
model with an attention mechanism, and JI-Net.

Bayesian multi-target tracking: Most online multi-target trackers follow a Bayesian tracking process, which predicts the
state of each track using previously assigned observations. Based on this prediction, the likelihood between the track and
observation is calculated to form a cost matrix for data association. Several works [47,3,30] modeled the track state based
on the geometric characteristics. Bewley et al. [3] simply used the Kalman filter for state prediction and intersection-
over-union (IoU) for the cost matrix. Yoon et al. [47] devised a structural constraint to handle assignment problems in video
with camera motion. Milan et al. [30] presented a novel recurrent neural network (RNN)-based multi-target tracker using
bounding-box information. A tracker merely focused on the motion model cannot achieve a state-of-the-art performance
even with a deep long short-termmemory (LSTM). Thus, we use a Kalman filter to conduct a motion analysis and concentrate
on appearance modeling. After a similarity score calculation, the cost matrix should be solved by satisfying the one-to-one
assignment constraint. A few works exist [31,34] on solving the data assignment problem. Milan et al. [31] tried to solve the
assignment problem using LSTM. Rezatofighi et al. [34] revisited complex joint probabilistic data association (JPDA) and pro-
posed a method to take the M-best combinations to achieve efficiency. However, many state-of-the-art trackers [1,36] use
the conventional hungarian algorithm [18] and show competitive performances. Data association is not the main focus of
this paper; thus, we adopt the conventional hungarian algorithm due to its simplicity and competitive performance. From
a Markovian assumption, the Bayesian tracking framework was applied in real-time tracking systems by several pioneer
works [7,8,43]. Different from classical tracking applications, we focus on RGB appearance modeling rather than sophisti-
cated geometric modeling. Thus, our tracker is tested on real-time video surveillance scenarios where RGB appearance mod-
eling is the key to achieving successful tracking results.

Target-specific appearance feature: Many works on appearance modeling for visual multi-target tracking exist. Most of
these works suggest the extraction of target-specific features from cropped RGB images. In this manner, many hand-crafted
features have been proposed, such as the color histogram [38,41], optical flow [44] and HOG [46]. [21] used a mixed form of
the HOG and kernelized correlation filter (KCF). However, the performance of those trackers is still limited. Since deep learn-
ing was introduced in computer vision, several online and offline multi-target trackers that adopt deep learning for appear-
ance modeling have been developed. Kim et al. [20] extracted appearance features through the Siamese network and
associated those features using LSTM. Then, the MHT framework was used for tracking. Bae et al. [1] used the Siamese net-
work with a triplet loss for appearance modeling and adaptively trained the network during tracking. Son et al. [37] extended
the triplet loss to the quadruplet loss with additional margin parameters. Undeniably, the deep architecture improved the
tracking performance. However, the target-specific feature-based methods have a weakness when handling noisy inputs:
inferring the important part for comparison from a single noisy input is difficult without seeing its counterpart (Fig. 1b, 4b).

Appearance model with attention mechanism: To obtain more precise target-specific features, several researchers
recently attempted to apply the attention mechanism to a raw feature map. Chu et al. [10] assigned a deep network to each
target and trained it during tracking to infer a target-specific attention area from the extracted features. Although it showed
a good tracking performance, its memory and time consumption may explode since it assigns a network to each target and
conducts online learning. Zhu et al. [50] proposed a dual matching attention network. It first extracts the features of each
input from a bounding-box area independently and computes a cosine similarity between two feature vectors. The cosine
similarity is used to obtain the attention area. Then, it associates matching features using LSTM. This work is similar to ours.
However, we simplify the complex process of making input features for LSTM by adopting the straightforward JI-Net. He
et al. [14] similarly applied cosine similarity to a global feature map extracted by a fully convolutional network (FCN). Their
method used the weighted feature map as an input feature for an RNN. Although the aforementioned trackers try to obtain
precise appearance features, the feature extraction network has fundamentally not been trained for target-specific feature
extraction, and the trackers still do not consider a counterpart for comparison.

Joint-inference network: JI-Net was proposed to address the aforementioned issues and has been adopted to solve off-
line multi-target tracking problems. Taixé et al. [24] used JI-Net to extract appearance similarity features. It fuses the appear-
ance feature with geometric information using the gradient boosting algorithm and solves a global optimization problem
using linear programming. Tang et al. [42] additionally concatenated pose information to the input of JI-Net. The output sim-
ilarity is used to represent the edge cost for the global multicut problem. Although it is effective in the offline framework, it is
not suitable for online tracking because it lacks target-specific features. For online tracking problems, [49] adopted JI-Net to
obtain a discrete object displacement between consecutive frames. The displacement is measured only between consecutive
frames; hence, it may suffer from performance degradation during occlusion. We compare this work to ours directly in the
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experimental section. Note that none of the previous methods focused on JI-Net for online appearance modeling. The follow-
ing section explains the necessity of JI-Net-based online appearance modeling for the Bayesian tracking problem.

3. Problem formulation

The focus of this paper is online multi-target tracking. We formulate the problem as a Bayesian tracking framework with
an appearance-based observation likelihood model. Variables from now on strictly follow the notations given in Table 2.

An online tracking problem can be represented as a Bayesian recursion formula as follows:
1 In t
p xtjZt�1ð Þ ¼
Z

p xt jxt�1ð Þp xt�1jZ1:t�1ð Þdxt�1; ð1Þ

p xtjZ1:tð Þ ¼ p Ztjxtð Þp xt jZ1:t�1ð Þ
p Zt jZ1:t�1ð Þ ; ð2Þ
where xt denotes a single target state (e.g., position or appearance of each target) at frame t. Z1:t ¼ Zkjk ¼ 1; . . . ; tf g indicates
a set of Zk ¼ zjkjj ¼ 1; . . . ;N Zkð Þ

n o
, i.e., a set of observations (e.g., position or appearance of each observation) at frame k, up to

frame t. Eq. (1) describes a state prediction step by using the state transition density p xtjxt�1ð Þ, and Eq. (2) represents a mea-
surement update step by using the Bayes rule with the observation likelihood density p Zt jxtð Þ.

For multi-target tracking, we assign a single tracker for each target. Then, we construct a robust cost matrix C for data
association between potential tracks and current observations. The cost at frame t can be designed for each element as
Ct i; jð Þ ¼ �Kt i; jð Þ; ð3Þ
where Kt i; jð Þ represents the similarity1, p zjt jxi
t

� �
, between the i-th target and j-th observation at frame t. The similarity matrix

is depicted as
Kt i; jð Þ ¼ pgeo zjtjxi
t

� �
pa zjtjxi

t

� �
; ð4Þ
where pgeo zjt jxi
t

� �
and pa zjt jxi

t

� �
represent observation likelihood functions for the geometric information (motion and shape)

and appearance, respectively. As we mentioned in Section 2, the geometric state is modeled through the Kalman filter [17].
Different from the geometric state (a 2- or 4-dimensional vector in our tracker), the appearance features cannot be simply

modeled because of their complexity, i.e., height � width � channel. Typical appearance modeling consists of feature extrac-
tion and a feature update process. Two possible feature update methods exist, i.e., linear combination Eq. (5) and likelihood-
based selection Eq. (6), which are defined as
f xi
t

� �
¼ 1� 1

kf
p zj

�

t jxi
t

� �� �
f xi

t�1
� �

þ 1
kf

p zj
�

t jxi
t

� �
f zj

�

t

� �
; ð5Þ

f xi
t

� �
¼

f zj
�

t

� �
; p zj

�

t jxi
t

� �
> sa

f xi
t�1

� �
; otherwise

8<
: ; ð6Þ
where f xð Þ denotes the appearance feature of x, modeled through either a color histogram [38,41], an HOG [46], a PCA [19] or
a Siamese neural network [1,20]. j� indicates the matched observation index of the target i after the association. kf and sa are
the update control parameter and feature substitution threshold, respectively.

Eq. (5) linearly updates features according to the matching likelihood derived from Eq. (4). Similar feature association
forms have frequently been adopted by trackers for appearance modeling [14,41,47]. Although feature combination could
be linear or nonlinear, we take the linear update as a simple baseline during our experiments. Eq. (6) substitutes the previous
feature with a new feature when the target-observation likelihood is higher than a predefined threshold. Both methods
intend to maintain a robust target-specific appearance feature, but Eq. (5) enables adaptive appearance feature updating
according to the detection likelihood. It also reflects the first-order Markov transition density p xtjxt�1ð Þ in Eq. (1).

As we mentioned in previous sections, target-specific features do not consider counterpart information, which enables
outputting a reliable likelihood between a pair. This paper incorporates a counterpart in the feature extraction function. Ide-
ally, the goal is to extract a feature of A considering its counterpart B as denoted by f AjBð Þ, but conventional feature extrac-
tion is performed independently, meaning that f AjBð Þ,f Að Þ.

We consider an adaptive appearance likelihood model with an effective counterpart. Then, the appearance likelihood
model becomes
pa zjtjxi
t

� �
/ pa f zjtjxi

t

� �
jf xi

t jz
j
t

� �� �
; ð7Þ
his paper, the terms similarity and likelihood are used interchangeably.
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Table 2
Notation rules followed throughout the paper.

Notation Example Meaning

Italic a; b Scalar 2 R1

Boldface lower-case a;b 1D row vector 2 RN1

Boldface upper-case A;B 2D matrix 2 RN1�N2

Calligraphic A;B 3D tensor 2 RN1�N2�N3

Blackboard bold A;B Set
Boldface alphabet x, z x; z Any kind of target or observation states
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where i and j are indices for each target and detection, respectively. Thus, the likelihood is calculated based on the aforemen-
tioned counterpart-considering feature f AjBð Þ.

The conventional method does not take into account the counterpart during feature extraction; thus, it reduces to

pa zjt jxi
t

� �
,pa f zjt

� �
jf xi

t

� �� �
.

JI-Net, the appearance comparison model utilized in our paper, uses a concatenated input. Thus, it can resolve Eq. (7) as
depicted in Fig. 1a. Contrary to the conventional target-specific feature-based model, JI-Net exploits a composite feature of
the input pair in the resultant appearance likelihood.

However, target-specific features are difficult to obtain from JI-Net, i.e., f xi
� �

cannot be extracted from f xijzj
� �

or f zjjxi
� �

.
Therefore, we devise a new notion, i.e., the historical appearance, which indicates a set of previous reliable templates of the
target. From this set, a new likelihood calculation method is devised:
pa zjtjxi
t

� �
¼

X
n¼1;...;N Hið Þ

wn � pa f zjtjHi
n

� �
jf Hi

njz
j
t

� �� �
; ð8Þ
where Hi
n 2 Hi indicates the nth template saved in a historical appearance cue of target i and N Hi

� �
is the cardinality of the

cue. wn is the weight of each likelihood when the nth historical appearance is considered. This change in the likelihood func-
tion enables the model to alleviate the difficulty in finding the most discriminative appearance feature. When a track is in an
ambiguous state, it helps to disambiguate the track-observation matching. The weight, wn, of each likelihood term is the key
parameter of the appearance model. The proposed methods focus on obtaining this key parameter.

4. Proposed method

In this section, our proposed method is explained in detail. An overall tracking framework is presented to clarify the flow
of the proposed method. Next, JI-Net, the basic component of our appearance model, is explained. Then, two temporal
appearance matching association (TAMA) algorithms, i.e., confidence-based (C-TAMA) and data-driven (Deep-TAMA) TAMA,
are detailed. Finally, the historical appearance cue and track management are explained. Note that the hyperparameters used
in this section are specified in Sections 5.1 and 5.2 for the experiments.

4.1. Tracking framework

Our tracking framework is described in Fig. 5. The input to the tracking framework is from a publicly accessible dataset
and selectively filtered out using non-maximum suppression (NMS) and the detection confidence threshold before tracking.
We calculate the likelihood between detections and tracks and construct a cost matrix with similarities Eq. (3) for each pair.
Then, the cost optimization is solved by the hungarian algorithm [18].

According to the association results, the historical appearance cue and state of each track are updated. For unassigned
detections, new tracks are initialized. For initialization, we propose a hierarchical method to improve the flexibility. Tracks
not associated with any detection for a predefined number of consecutive frames are terminated. Each module with a section
number in Fig. 5 is detailed in the corresponding section number.

4.2. Affinity matrix construction

We defined the elements of the cost matrix in Eq. (3)–(4). Before introducing the appearance likelihood pa zjt jxi
t

� �
, which is

our main focus, we first address the geometric likelihood of our tracker. In many previous works, a Kalman filter was used.
[27] projects the motion and shape into a single matrix, whereas other works [47,1] construct two independent matrices and
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Fig. 5. Our tracking framework. For better understanding, corresponding section numbers are marked in bold.
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the model shape and motion likelihood separately. Then, a multiplication of the two likelihoods is implemented to obtain the

final geometric likelihood pgeo zjt jxi
t

� �
¼ pm zjt jxi

t

� �
ps zjt jxi

t

� �
. The likelihood of geometric states between track and observation

is calculated as
pm zjxð Þ ¼ exp �g pos zð Þ � pos xð Þð ÞR pos zð Þ � pos xð Þð Þ|ð Þ;
ps zjxð Þ ¼ exp �n Dheight

!height
þ Dwidth

!width

n o� �
;

Dheight x; zð Þ ¼ height xð Þ � height zð Þj j;
Dwidth x; zð Þ ¼ width xð Þ �width zð Þj j;
!height x; zð Þ ¼ height xð Þ þ height zð Þ;
!width x; zð Þ ¼ width xð Þ þwidth zð Þ;

ð9Þ
where we omit i; j and t for simplicity. R was originally an inverse of the covariance matrix in terms of the Mahalanobis dis-
tance. Due to a failure during camera movement or occlusion, we use a matrix with fixed values that work well in most envi-
ronments. The hungarian algorithm [18] solves the constructed cost matrix subject to one-to-one assignment. Only the
matching results with a higher likelihood than smatch are regarded as a valid matching. To prevent the appearance likelihood
calculation of redundant track-observation pairs, geometric gating is applied. Pairs with pgeo zjxð Þ < smatch are excluded from
the appearance likelihood calculation. The likelihood of the excluded pairs becomes 0 in the one-to-one assignment.

4.3. Joint-inference network

Different from the target-specific feature extraction methods, JI-Net directly outputs a normalized similarity score in the
range from 0 to 1. Fig. 3 illustrates our JI-Net structure. Since it is similar to a binary classification problem, a softmax binary
cross-entropy loss is adopted as described in the following equations:
L ¼ � y � log g spos
� �� �

þ 1� yð Þ log g sneg
� �� �� �

;

g skð Þ ¼ exp skð ÞP
n2 pos;negf g

exp snð Þ
ð10Þ
where y is a ground-truth label (1 or 0) and g skð Þ is the softmax function for an input sk2 pos;negf g 2 R. spos and sneg indicate raw
output values from the last fully connected layer. The probabilities of positive or negative classes are obtained by the softmax
function. L is back-propagated to the JI-Net during training. At test time, we use the probability of the positive class g spos

� �
as

an appearance likelihood function:
pJI
a zjxð Þ,g spos

� �
: ð11Þ
where JI is attached to distinguish JI-Net likelihood from a final likelihood function pa zjxð Þ. With the pair-wise appearance
likelihood function Eq. (11), the remaining problem is an adaptive target appearance modeling. To overcome the absence of
target-specific features, we propose two methods in the following sections: confidence-based and data-driven matching
associations. Note that JI-Net, one of our baselines in the experimental section, takes (11) directly as a final appearance like-
lihood pa zjxð Þ without applying association methods.
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4.4. Confidence-based temporal appearance matching association

Here, we introduce the method proposed in our conference paper [48]. This work is the first to associate the matching
scores of track-observation pairs instead of the target-specific feature modeling of Eqs. (5)–(6). Since each matching score
is associated through the confidence of each historical appearance, we named this method as C-TAMA. The predicted appear-
ance likelihood pa zt jxtð Þ is devised from Eq. (8) as
pa zjjxi
� �

/ circnt
kc

pJI
a zjjAi

rcnt

� �
þ 1� circnt

kc

� �XN Hið Þ
n¼1

wi
n � pJI

a zjjHi
n

� �� �
; ð12Þ
where pJI
a zjjAi

rcnt

� �
and pJI zjjHi

n

� �
denote the JI-Net likelihood of new observation zj falling between recently matched appear-

ance, Ai
rcnt , and the n-th historical appearance, Hi

n 2 Hi, respectively. These likelihoods are associated through appearance
confidence variables circnt and wi

n, where circnt is the most recent appearance confidence and wi
n indicates the normalized

appearance confidence of the nth historical appearance in the cue. N Hi
� �

is a cardinality of the historical appearance cue.
To control the effect of the recent appearance confidence, kc is adopted. wi

n is derived by the following equation:
wi
n ¼

cinPN Hið Þ
k¼1 cik

; ð13Þ
where cin is the appearance confidence of the nth historical appearance in the cue. Through this association, all matching
scores between the jth observation zj and the nth historical appearance Hi

n are considered. The method is described in

Fig. 6. According to the recent appearance confidence circnt , the dependency on the recent appearance Ai
rcnt is determined.

Matching scores with saved historical appearances are associated through the corresponding appearance confidence. The
appearance confidence is calculated using Eq. (4) and jointly managed with the historical appearances as
circnt ¼ Krcnt i; j
�ð Þ;

Hi ¼ cik;H
i
k

� �
jk ¼ 1; . . . ;N Hi

� �� 	
;

ð14Þ
where j� is a recently associated observation index. For track i, an observation zj
�

trcnt that has recently been associated with it in

the previous frame trcnt must exist. Note that the corresponding Ai
rcnt is a cropped image of zj

�

trcnt . The pair circnt ;A
i
rcnt

h i
is added

to Hi according to the historical appearance management protocol. The management protocol of the historical appearance
cue, Hi, is explained in Section 4.6. The historical appearance cue is similarly used in the newly proposed data-driven
method.

In summary, the predicted appearance likelihood is calculated in the form of a weighted combination. The contribution of
the recent appearance is proportional to its appearance confidence circnt . The matching scores with saved historical appear-
ances are associated through corresponding appearance confidences.

C-TAMA calculates the weights wn of Eq. (8) using the appearance confidence. Although the tracking performance is
improved, as proved in [48] and subsequent ablation studies, it still has the limitation of the non-adaptive appearance con-
fidence. To alleviate this limitation, we present an adaptive association method via a data-driven approach.
Fig. 6. Graphical description of confidence-based matching association.
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Fig. 7. Graphical description of data-driven association. Matching feature vector before last fully connected layer of JI-Net is inserted into each LSTM cell.
Matching Hi

k; z
j
t

� �
feature vectors are associated through the LSTM cells sequentially. The output feature of the last LSTM cell is processed by the fully

connected layer and outputs a size-2 vector.
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4.5. Data-driven temporal appearance matching association

C-TAMA contains user-selected parameters and may require additional tuning depending on the scene condition. Inspired
by [13,20,36], who associate geometric and appearance features through an RNN, we adopt LSTM networks [15] (one of the
well-known forms of the RNN family) for matching feature association. Since this method uses a deep network for associ-
ation, we call it Deep-TAMA. The LSTM performs well when processing time-series data. Since historical appearances can
be regarded as sequential data, i.e., the k� 1ð Þth historical appearance must have appeared earlier than the kth historical
appearance, those data fit the purpose of LSTM. The matching feature of JI-Net, represented in Fig. 3, is used as an input fea-
ture of the LSTM. The structure of Deep-TAMA is described in Fig. 7.

Here, we clarify two main differences of our association methods from previous works [13,20,36] and the conference version
[48]: First, our method associates matching features instead of the templates or features of a single target. The conventional
methods associate target-specific features as in Eq. (5). However, ours exploits the robustness of the intermediate feature of
JI-Net. We call this a matching feature, since it contains mixed features from two concatenated input templates. The exact
definition of the matching feature in the JI-Net structure is as follows:
fmat ¼ fN Wð Þ�1;

fN Wð Þ�i ¼ WN Wð Þ�i � f|N Wð Þ�i�1

� �|
;

s ¼ WN Wð Þ � f|N Wð Þ�1

� �|
;

ð15Þ
where �ð Þ is a matrix multiplication of two inputs. N Wð Þ indicates the number of fully connected layers
W ¼ Wkjk ¼ 1; . . . ;N Wð Þf g. Thus,WN Wð Þ�i and fN Wð Þ�i become a learnable weight matrix that belongs to the N Wð Þ � ið Þth fully
connected layer and an output feature vector from it. We utilize the N Wð Þ � 1ð Þth feature vector as a matching feature, fmat . It
holds the most valuable information before becoming a raw score vector, s ¼ spos; sneg


 �
2 R2. Refer to the notation sk in Eq.

(10). Different from the target-specific feature, the matching feature includes the blended information of two templates,
which satisfies Eq. (7). Moreover, Deep-TAMA is superior to C-TAMA [48], which directly exploits pJI

a zjxð Þ in Eq. (11) instead
of the rich feature vector fmat .

Second, we solve the fundamental problems of the conventional target modeling approaches. Input templates are
reshaped to the designated shape (e.g., 128� 64� 3) before being inserted into the neural network. The loss of width
and height information leads to a less reliable inference. To compensate for this, many previous works [1,27,47,48] tried
to add an explicit shape likelihood to the geometric likelihood as
K i; jð Þ ¼ pm zjjxi
� �

ps zjjxi
� �

pa zjjxi
� �

; ð16Þ
where pm zjxð Þ; ps zjxð Þ and pa zjxð Þ denote the motion, shape and appearance likelihood between track x and observation z,
respectively. This explicit shape likelihood prevents sudden drift of the track in a normal situation. However, it unexpectedly
blocks the true-positive matching in complex scenes (e.g., inconsistent detection, high congestion). Instead of using explicit
ps zjxð Þ, we blend the shape information with the aforementioned matching feature. Thus, the likelihood matrix obtained
from Deep-TAMA becomes
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K i; jð Þ ¼ pm zjjxi
� �

pa zjjxi
� �

;

pa zjjxi
� �

/ p zjjxi
s; x

i
a

� �
;

ð17Þ
where xi
s and xi

a indicate the shape and appearance state of track xi. Clearly, our method does not need to include an explicit
shape likelihood, as shown in Eq. (16). The flexibility and its contribution to the tracking performance are proven in the
experimental section.

The two aforementioned concepts, matching feature and shape information, are combined into a single input vector to be
inserted into each LSTM cell. Since the purpose of the method is to infer the likelihood between two templates, the shape
difference between two templates is used as shape information. One more problem exists, i.e., the diversity of the shape
scale. The bounding-box sizes greatly vary and may lead to a biased inference (e.g., a bigger bounding box usually results
in a bigger shape difference). Inspired by the bounding-box regression loss of recent detector [33], we divide the shape dif-
ference by the anchor shape. We call this final product the relative shape difference drel. The LSTM input feature is defined as
fkin ¼ fkmat;d
kj
rel

h i
;

dkj
rel ¼ Dwidth=width zj

� �
; Dheight=height zj

� �
 �
;

Dwidth Hi
k; z

j
� �

¼ width Hi
k

� �
�width zj

� �
;

Dheight Hi
k; z

j
� �

¼ height Hi
k

� �
� height zj

� �
;

ð18Þ
where �; �½ � indicates a concatenation of two feature vectors. k indicates that the feature is from the kth historical appearance,

Hi
k. d

kj
rel is the relative shape difference between Hi

k and the jth observation zjt . For readability, i and t are omitted. The con-

catenated feature dimension is 152, fkmat 2 R150;dkj
rel 2 R2. We adopt the LSTM cell and train it to associate fkin in the time

sequence. An LSTM cell consists of the following gates (�fk;�ik, and �ok indicate the forget, input and output gates respectively):
�fk ¼ r Wf � fk�1hdn ; f
k
in

h i|� �|
;

�ik ¼ r Wi � fk�1hdn ; f
k
in

h i|� �|
;

�ok ¼ r Wo � fk�1hdn ; f
k
in

h i|� �|
;

ð19Þ
where fk�1hdn is a hidden state given by the previous (k� 1)-th LSTM cell. fkin is an input feature of the current LSTM cell. The
weights W 2 RDrow�Dcol are learnable and shared by all LSTM cells. Each matrix projects a Dcol-dimensional input vector to a

Drow-dimensional output vector. Here, Dcol is equivalent to the sum of the size, fkin and Hk, i.e., (152+Drow). Drow is decided in
the experiments. The sigmoid (r) and hyperbolic tangent (tanh) activate the result of matrix multiplication. Each of these
three gates serves as a controller:
ck ¼ �fk � ck�1 þ�ik � ~ck;
~ck ¼ tanh Wc � fk�1hdn ; f

k
in

h i|� �|
;

fkhdn ¼ �ok � tanh ckð Þ;

ð20Þ
where each gate controls the input, cell or hidden state by the Hadamard product, �. ck is a cell state of the kth LSTM cell, and
~ck is data to be used for cell state updating. The computed k-th cell state and output hidden state are propagated to the

kþ 1ð Þth LSTM cell. Note that the matching feature of a pair, i.e., (Ai
rcnt; z

j
t), is extracted for the last LSTM cell as described

in Fig. 7. The last N Hi
� �

þ 1
� �

th hidden state (f
N Hið Þþ1
hdn ) is projected to the size-2 vector through one fully connected layer.

These output vectors are identically treated and trained as an output vector of JI-Net; see Eq. (10)–(11). The first element
of the vector corresponds to the usable likelihood, pa zjjxi

� �
. Thus, the final likelihood of Deep-TAMA is represented as
pa zjjxi
� �

¼ exp sposð ÞX
n2 pos;negf g

exp snð Þ
;

sk ¼ wk; f
N Hið Þþ1
hdn

� 

; k 2 pos;negf g;

ð21Þ
where �; �h i indicates an inner product and wk indicates a learnable weight vector of the fully connected layer, which projects

the input vector, f
N Hið Þþ1
hdn , to the kth output element, sk. spos and sneg are interpreted as the positive and negative likelihood,

respectively, before normalization. Thanks to the softmax function and size-2 vector s ¼ spos; sneg

 �

, we can obtain a likelihood
naturally distributed in the range 0;1ð Þ. This likelihood removes extra normalization tasks (e.g., inverse exponential), which
are necessary in conventional feature extraction methods.
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Deep-TAMA substitutes the non-adaptive parts of C-TAMA, Eq. (12)–(13), into a deep neural network. Although C-TAMA
performs well, better parameters may exist for cik that are difficult to tune. Deep-TAMA successfully removes this concern by
deriving wn of Eq. (8) through LSTM cells with additional advantageous features. Various experiments in Section 5 validate
the effectiveness of Deep-TAMA.

4.6. Historical appearance cue management

Thus far, we have explained methods to obtain a reliable appearance likelihood using historical appearances. Thus, the
deletion and addition protocols of the historical appearance cue H must be addressed. In this subsection, we introduce
two management protocols with four constraints: the maximum length of the cue, the maximum age of the historical
appearance, the minimum interval between each addition and, finally, the confidence threshold.

Deletion protocol: Clearly, our exhaustive matching association method requires much more time than do the baseline
methods. Thus, the maximum length of the cue should be defined to relieve the Big-O time complexity. Let us suppose that
the numbers of tracks and observations and the length of the historical appearance cue are N Xð Þ;N Zð Þ and N Hð Þ, respec-
tively. Then, the Big-O time complexity becomes O N Xð ÞN Zð ÞN Hð Þð Þ. If the new historical appearance is stacked in the cue
without removing aged appearances, the time complexity may explode. Thus, we limit the maximum length of the cue as
N Hð Þ 6 scue; ð22Þ
where scue is a predefined cue size threshold. Next, as the historical appearance becomes older, it becomes different from a
recent appearance of the target (e.g., pose, illumination, size). The aging is accelerated as the frames per second (FPS)
decreases. Thus, we relate the maximum age of the historical appearance to the FPS as
tcur � frame Hi
1

� �
6 FPS � bage; ð23Þ
where bage and tcur indicate a control parameter and the current frame, respectively. frame Hi
k

� �
is a frame that the kth his-

torical appearance of track i appears in.
Addition protocol: As an extension of Eq. (23), keeping too similar historical appearances in the cue should be avoided.

Thus, the minimum update interval must be used for the diversity of historical appearances. If we take matched appearances
from consecutive tth and t þ 1ð Þth frame as historical appearances, they can be duplicated with high probability. The degree
of difference between two patches is inversely proportional to the FPS of the video (i.e., the degree of difference between
frames is smaller in higher-FPS videos and vice versa). The minimum update interval is defined as
frame Hi
k

� �
� frame Hi

k�1
� �

P FPS � bintv ; ð24Þ
where bintv is a control parameter. Finally, the historical appearance cue includes only reliable appearances of the target. For
this reason, Ai

rcnt , having high confidence, i.e., circnt > shist , can be added to Hi.
Here, we summarize the composite update protocol as follows:
Hi ¼
Hi � ci1;Hi

1

� �
; Eq: 22ð Þ j Eq: 23ð Þ

Hi [ circnt;A
i
rcnt

� �
; Eq: 24ð Þ & circnt > shist

8<
: ; ð25Þ
where ‘�’ and ‘[’ indicate the exclusion and inclusion of the element, respectively. Historical appearances are relatively
indexed in the cue. Thus, when the first historical appearance and confidence pair is removed by the constraints, i.e., Eq.

(22) or Eq. (23), the second one becomes the first historical appearance. The pair, circnt ;A
i
rcnt

� �
is appended on a historical

appearance cue only when circnt of Eq. (14) is larger than shist . Otherwise, the pair is discarded if the track finds a new match-
ing observation. Note that cik are not utilized in Deep-TAMA because LSTM cells carry out their behavior.

4.7. Hierarchical track initialization and termination

Track initialization is an important factor in online multi-target tracking. Since the tracking algorithm is mostly applied
on initialized tracks, track initialization failure leads to a snowball effect in long-term tracking (e.g., a large number of false
positives or false negatives). Thus, we propose a hierarchical track initialization by constructing a set of hypothesis trees as
T ¼ Tiji ¼ 1; . . . ;N Tð Þ
� 	

;

Ti ¼ Ti
kjk ¼ 1; . . . ;depthi

� 	
; ð26Þ
where T is a set of hypothesis trees. The ith tree, Ti, is also a set that consists of depthi tree levels. Assuming that the geo-
metric state of the same target does not change by much in consecutive frames, we first check the IoU between non-
associated observations and hypothesis tree nodes, as follows:
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Ti
depthiþ1 ¼ z

~j
kjIoU z

~j
t ;n

i;n
depthi

� �
> siou

n o
;

ni;n
depthi

2 Ti
depthi

; n ¼ 1; . . . ;N Ti
depthi

� �� �
;

ð27Þ
where Ti
depthi

indicates a set of deepest-level nodes of the i-th hypothesis tree Ti. ni;n
k is the n-th node of Ti

k. z
~j
t indicates obser-

vations that fail to find matching tracks during the prior tracking stage. If no matching z~j exists, the track hypothesis tree is
removed. When the depth > sinit hypothesis tree is created, it starts a new track with sinit þ 1 bounding boxes from the leaf to
the root nodes of the hypothesis tree. However, IoU-based matching is limited because it always requires enough overlap
between the two bounding boxes and thus may miss the true-matching observations in complex scene conditions such
as a low FPS, variant camera perspectives or camera movement. To overcome this, instead of removing the hypothesis tree
immediately, we impose a less strict matching for trees when the IoU matching fails:
dk~j ¼ pos ni;n
depthi

� �
� pos z

~j
t

� ���� ���;
sk~j ¼ min

height z
~j
t

� �
height ni;n

depthi

� � ;
height ni;n

depthi

� �
height z

~j
t

� �
0
@

1
A;

ð28Þ

Ti
depthiþ1 ¼ z

~j
t jdk~j < bdist �width z

~j
t

� �
& sk~j > sshp

n o
; ð29Þ
where pos �ð Þ and height �ð Þ denote the center coordinate and the height of the bounding box. bdist and sshp are the heuristically
selected control parameter and threshold, respectively. Distance-based matching is a relatively weaker constraint than IoU
since it separately measures the position (x; y) difference and shape similarity between a non-associated observation and
hypothesis. Hence, it can find matches with distant observation having a similar shape. Observations that fail to find neither
matching tracks nor existing hypotheses become a root node of a new tree, TN Tð Þþ1. Ti with Ti

depthiþ1 ¼ £f g is regarded as a
false-positive hypothesis and removed.
Algorithm 1. Multi-target tracking process
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1: X1 ¼ £f g, T ¼ Z1, N Að Þ= cardinality of set A

2: for t ¼ 1 to Nt do
 . loop until end of video

3: G ¼ i; jð Þji ¼ 1 � � � N Xtð Þ; j ¼ 1 � � � N Ztð Þf g
 . (start of Algorighm 2)

4: for i; jð Þ 2 G do� �
 . construct a cost matrix
5: pgeo zjtjxi
t ¼ Eq. (9)� �
6: if pgeo zjt jxit > smatch then� �
 . geometric gating
7: pa zjtjxit ¼ (C-TAMA : Eq. (12), Deep-TAMA : Eq. (21))� �
 . TAMA
8: p zjt jxit ¼ (C-TAMA : Eq. (16), Deep-TAMA : Eq. (17))
9: else � �

10: p zjtjxit ¼ 0� �

11: C i; jð Þ ¼ �p zjtjxit
 . (end of Algorighm 2)
12: M ¼ hungarian Cð Þ
 . 1-to-1 assignment

13: for i; jð Þ 2 M do

14: if C i; jð Þ > �smatch then� � � �

15: miss xit ¼ miss xit þ 1
16: if miss xit
� �

P sterm do
17: Xt ¼ Xt � xit
 . termination

18: M ¼M� i; jð Þ

19: else

20: historical appearance cue update Eq. (25)� �n o

21: eZt ¼ z

~j
tj �;~j R M (� : for all possible indices)
22: update T using eZt Eq. (27)–(29)
 . hierarchical initialization
23: for Tk in T do

24: if depthk > sinit then

25: xnewt ¼ ltor nk

� �
(ltor : connected nodes from leaf to root)
(continued on next page)
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26: Xt = Xt [ xnewt , T ¼ T� Tk
ble 4
r JI-Net structure. bn indicates the batch normalization layer. Each of the two final outputs indicates the probabilit
ferent. In the left-most column, we presented the layer number. If we detach the 9th and 10th layers, the structur
twork, which is used as a baseline method.

Layer Filter size Input

1 conv & bn & relu 9 � 9 � 12 128 � 64 � 6
2 max pool 2 � 2 120 � 56 � 12
3 conv & bn & relu 5 � 5 � 16 60 � 28 � 12
4 max pool 2 � 2 56 � 24 � 16
5 conv & bn & relu 5 � 5 � 24 28 � 12 � 16
6 max pool 2 � 2 24 � 8 � 24
7 flatten & dense – 12 � 4 � 24
8 dense – 1 � 1152
9 dense (JI-Net) – 1 � 150
10 softmax (JI-Net) – 1 � 2

ble 3
aining and validation set partition. From 4 overlapping videos simultaneously included in 2DMOT2015 and MOT16,

Camera Training set FPS Validation set 1 FPS

TUD-Campus 25 TUD-Stadtmitte 25
KITTI-17 10 PETS09-S2L1 7

Static MOT16-09 30 MOT16-02 30
MOT16-04 30
ETH-Sunnyday 14 ETH-Bahnhof 14
ETH-Pedcross 14 KITTI-13 10

Dynamic MOT16-10 30
MOT16-11 30
MOT16-13 25
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27: if Tk
depthk

¼¼ £f g then T ¼ T� Tk
28: for i; jð Þ 2M do
 . Kalman filtering
29: update state xitjt from xitjt�1 and zjt

30: predict state xitþ1jt for all x

i
t

31: Xtþ1  arrange i of xit in Xt
Track termination can be simply implemented compared to initialization. We remove tracks that failed to find a matching
observation up to sterm ¼ FPS � bterm frames. We suppose here that occlusion avoidance takes longer in higher FPS videos and
vice versa. For this reason, the track termination threshold, sterm, is related to the FPS.

Algorithm 1 summarizes the whole process of our tracking framework, applicable to either of C-TAMA and Deep-TAMA.

5. Experiments

In this section, the experimental results are delivered to show the effectiveness of our proposed methods. This section
consists of three main parts. Experimental settings and implementation details are provided first. Then, ablation studies
including parameter tuning experiments are detailed. Our tracker is compared with state-of-the-art trackers on the popular
MOT benchmark. Finally, the tracking framework is applied under a real-time surveillance scenario to check the possibility of
practical usage.

5.1. Implementation details

The whole framework was originally implemented using MATLAB and MatConvnet. To accelerate the computation, Titan
X with 12 GB of memory was used to train and test the Siamese network and JI-Net. However, since the LSTM implemen-
tation of MatConvnet does not support CUDA, the LSTM computation is a time bottleneck of our framework. To overcome
this issue, we reimplemented the framework using TensorFlow, in which the LSTM computation is fully supported by a
y that the two inputs are identical or
e is equivalent to that of the Siamese

Output

120 � 56 � 12
60 � 28 � 12
56 � 24 � 16
28 � 12 � 16
24 � 8 � 24
12 � 4 � 24
1 � 1152
1 � 150
1 � 2
1 � 2

those in MOT16 were selected.

Validation set 2 FPS

CVPR19-01 25
CVPR19-02 25
CVPR19-03 25
CVPR19-05 25
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GPU. Every experimental result was produced by MATLAB version code except those in Section 5.4. To facilitate reimplemen-
tation for readers, we provide the implementation details as follows:

Dataset preparation: We used the 2DMOT2015 [25], MOT16 [29] and CVPR19 challenge [12] training sets for training
and validation. As described in Table 3, we split all sequences into training and validation sets. The training set and validation
set 1 contain both static and dynamic scenes. Validation set 2 consists of the newly published CVPR19 challenge dataset [12]
and represents an extremely crowded environment. The training set is used to train our proposed networks and the baseline
Siamese network. Validation set 1 is used for parameter tuning and baseline comparison. Finally, baseline comparison is con-
ducted once more on validation set 2 to strengthen the generality. The MOT16, MOT17 and CVPR19 challenge test sets are
used for comparison of the benchmark results in Section 5.3.

Neural-Net setting and training: We design the JI-Net and Siamese network structures given in Table 4. We basically
follow the Siamese network structure described in [1]. Additionally, batch normalization layers [16] are adopted to prevent
divergence and overfitting. To train the Siamese network or JI-Net, we choose the anchor and corresponding positive and
negative samples randomly. In JI-Net training, 1000 positive samples and 1000 negative samples are inserted per epoch with
a batch size of 32. Those samples are augmented by adding noise during cropping, random noise in the center coordinates
and shapes of the bounding boxes, and random brightness changes from 0.8 to 1.2. Convergence is achieved after 200 epochs.
Next, we select the LSTM structure with the weights W 2 R128� 128þ152ð Þ following [36]. This looks small but is proven to work
fine without redundancy in Section 5.2. To train the LSTM for Deep-TAMA, we artificially generate positive and negative
tracks. Each artificial track consists of the maximum 14 pedestrian patches and 1 anchor image. These 15 track patches
are randomly sampled from the 40-consecutive-frame trajectory of the same pedestrian. This 40-frame trajectory is also ran-
domly sampled from the whole trajectory of the pedestrian. Different from [20], which randomly added a false image to the
artificial track, we do not put any false image. In a real tracking situation, thanks to the geometric constraint, tracks are rarely
matched to the false target unexpectedly. Thus, we assume that random noise during bounding-box cropping can sufficiently
reflect the real tracking situation. For training, a 1000:1000 positive:negative ratio per epoch is applied. We use the stochas-
tic gradient descent (SGD) to optimize the weights of both the feature extractor and LSTM. The training starts from a learning
rate of 0.001 with a learning rate decay of 0.97 per epoch.
Algorithm 2. Deep-TAMA acceleration using batch processing
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1: N Að Þ= cardinality of set A, A i½ � = indexing i-th element of the
first dimension of tensor A
2: enumerate(A) = n;xð Þjx 2 A;n ¼f sequential numbering of x
from 1 to N Að Þg
3: concatenate(IA, IB) = channel concatenation of two input
images
4: G ¼ i; jð Þji ¼ 1 � � � N Xð Þ; j ¼ 1 � � � N Zð Þf g

5: for i; jð Þ 2 G do� �
 . construct a geometric gating matrix
6: G ¼ pgeo zjtjxit
 . Eq. (9)
7: V ¼ i; jð ÞjG i; jð Þ > smatchf g� �
 . geometric gating
8: nall ¼
P

i;jð Þ2VN Hi
 . count the number of feasible historical appearance
and observation pairs
9: T in
1 2 Rnall�128�64�6 ¼ 0;f g
 . zero initialized size-nall batch JI-Net input tensor
10: T in
2 2 RN Vð Þ�scue�152 ¼ 0;f g
 . zero initialized size-N Vð Þ batch LSTM input tensor
11: c ¼ 1

12: for n; i; jð Þð Þ 2 enumerate(V) do� �n o

13: for k 2 1; . . . ;N Hi do
14: T in
1 c½ � ¼concatenate(Hi

k, z
j), c ¼ c þ 1
 . insert matching image pairs
15: T in
2 n; k;151 : 152½ � ¼dkjrel in Eq. (18)
 . insert shape information
16: T out
1 2 Rnall�150 = size-nall batch processing of T in

1

. parallelized JI-Net processing on GPU
17: c ¼ 1

18: for n; i; jð Þð Þ 2 enumerate(V) do� �n o

19: for k 2 1; . . . ;N Hi do
20: T in
2 n; k;1 : 150½ � ¼ T out

1 c½ �, c ¼ c þ 1
 . insert matching feature f imat in Eq. (18)
21: T out
2 2 RN Vð Þ�1 = size-N Vð Þ batch processing of T in

2

. parallelized LSTM processing on GPU
22: for n; i; jð Þð Þ 2 enumerate(V) do
 . construct a final cost matrix

23: C i; jð Þ ¼ �G i; jð Þ � T out

2 n½ �



Fig. 8. Time consumption according to the number of samples with and without batch processing. GPU batch processing saves a lot of time compared to a
sequential processing, especially when handling large samples.
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Parallelized appearance similarity calculation: During the test stage, we accelerate the processing time through batch
processing motivated by the following observations. First, elements of a cost matrix are mutually independent; thus, the
appearance similarity of whole pairs can be computed simultaneously. Second, though the LSTM computation must be pre-
ceded by a JI-Net computation of all historical appearance-observation pairs, the JI-Net computation of the pairs can be
simultaneously performed. Hence, each of LSTM and JI-Net can be fully parallelized. Thanks to our optimized size of the
neural-net and the 12 GB GPU, we can conduct JI-Net and LSTM computations of more than 1000 samples on GPU memory
at one time. The efficiency of batch processing is confirmed in Fig. 8. Using batch processing, we greatly reduce the rate of
time increase according to the number of samples. Specifically, without batch processing, the LSTM computation takes more
than 20 seconds for 1000 samples. Realistically, 1000 is the maximum number of pairs since most of the pairs are pruned by
a geometric gating before computation. The indexing algorithm is described in Algorithm 2. Note that the indexing algorithm
corresponds to line 3-11 of Algorithm 1.

Baseline methods: Color histogram and feature embedding from the Siamese network are considered as the baseline
appearance model to be compared. The conventional Siamese network is considered as a deep feature extractor. For the net-
work structure, we adopt the network and the triplet loss in [1]. The triplet loss is represented as
L ¼max dsiam I anchor; Ipos
� �

� dsiam I anchor; Ineg
� �

þm;0
� �

; ð30Þ
where dsiam Ia; Ibð Þ ¼ fsiam Iað Þ � fsiam Ibð Þk k2 is the feature distance between input images Ia and Ib and fsiam denotes the fea-
ture extraction function of the Siamese network. Image patches are denoted as anchor Ianchor , positive Ipos, and negative Ineg .
m is a predefined margin for training. Fig. 2 illustrates the training step of the Siamese network. The color histogram feature
fcol consists of a normalized HSV-RGB histogram with 8 bins per color field, fcol 2 R48.

Two types of methods exist for calculating the similarity between features: the inverse exponential of the feature distance
[1,41] and the sum of element-wise multiplications [47]. Since both methods fundamentally share the same supposition that
corresponding elements from two vectors should be similar, a large gap in performance does not exist between them. We
adopt the former one for a feature, extracted from the Siamese network, and the latter one for a color histogram as
psiam
a zjjxi

� �
/ exp � fsiam zj

� �
� fsiam xi

� ��� ��2
� �

; ð31Þ

pcol
a zjjxi
� �

/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fcol zjð Þ; fcol xið Þh i

q
; ð32Þ
Fig. 9. Network and input setting variations. (a)–(c): LSTM validation loss comparison, (d): tracking performance comparison.
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where �; �h i indicates the inner product between two color histogram features. xi and zj indicate the i-th track and j-th obser-
vation, respectively. In Section 5.2, Eq. (31) and Eq. (32) are adopted as baseline methods, i.e., Triplet-Siamese and color his-
togram, respectively.

Heuristic hyperparameters: We specify the hyperparameters, mentioned in Section 4, in a single table below.
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The critical hyperparameter, scue, is determined by the experiments conducted in the following ablation studies.

5.2. Ablation studies

In this section, we validate our proposed methods and LSTM structure of Deep-TAMA. The tracking performance of every
LSTM network trained in different settings is difficult to calculate. Thus, we compare their validation losses during training
and find the best one that shows the lowest converged loss value. For tracking performance quantification, the multi-object
tracking accuracy (MOTA) [40] and IDF1 [35] are considered simultaneously. Except in Table 6, validation set 1 is used for the
performance evaluation.

LSTM validation loss comparison: To confirm the effectiveness of the relative width and height, dkj
rel in Eq. (18), we con-

duct several experiments. A baseline notation dkj ¼ Dwidth;Dheight


 �
is used during comparison to highlight the strength of dkj

rel.
We provide converging graphs of the cross-entropy loss value with various settings in Fig. 9. We pick 1000 positive pairs and
1000 negative pairs from validation set 1 before training begins and average the binary cross-entropy loss calculated on
those samples. The same selected samples are used for all settings. In Fig. 9a, we compare the validation losses of three set-

tings: only fmat ; fmat with raw dkj, and fmat with dkj
rel. Raw dkj aggravates the discrimination performance since the scale of dkj is

far larger than the scale of fmat . Inversely, normalized dkj
rel critically improves the performance. In Fig. 9b, the validity of dkj

rel

with respect to dkj
=100 and dkj

=1000 is confirmed. dkj
rel shows the lowest converged loss value. In Fig. 9c, additional exper-

iments are performed to relieve the redundancy of the Deep-TAMA network. We design a larger JI-Net, originating from [24],
with a higher dimension of the matching feature, i.e., 512, and the size of the LSTM hidden state varying from 128 to 256.
fmat 2 R512 leads to a higher loss value than fmat 2 R150. Since [24] concatenates additional optical flow information to the
input, the structure is redundant for our pure RGB-image-based input, causing overfitting. Finally, though [20] set its LSTM
hidden state size as 512, in our experiment, the hidden state with a size of 256 does not yield a more significant improve-
ilarity-
33. The

n of the



Fig. 12. MOTA and IDF1 scores according to the change in kf or kc . The red circled x-axes indicate the selected k. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. Performance improvement by hierarchical initialization.
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ment than the state with a size of 128. Thus, we use JI-Net as described in Table 4 and select the size of the LSTM hidden state
to be 128.

Effect of dkj
rel on the tracking performance: Continuing from the previous subsection, we conduct quantitative and qual-

itative experiments to validate the effect of dkj
rel on the actual tracking problem. In Fig. 9d, we compare the proposed method

with two baselines, ‘w/o w;h’ and ‘separated’. ‘w/o w;h’ uses the Deep-TAMA network structure depicted in Fig. 9a. It does
not exploit the width and height information during tracking. ‘separated’ uses the same network, i.e., without w;h input, but
takes advantage of the width and height using the separated shape similarity, ps zjxð Þ, defined in Eq. (9) and (16). The graph

clearly shows that the width and height information are necessary during tracking. Our appearance-integrated dkj
rel outper-

forms ‘separated’. Fig. 10 illustrates how dkj
rel (exploited as a part of the appearance feature) works better than ‘separated’.

The maximum length of the historical appearance cue: As we mentioned in Section 4.6, scue in Eq. (22) is one of the
important hyperparameters because scue is directly related to the maximum capacity of the LSTM. Thus, we perform exper-
iments to select the best scue. Due to the training method with artificially generated tracks of random length in the range
1;15½ Þ for the LSTM cells of Deep-TAMA (inputs for the redundant LSTM cells are zero-padded), it is able to handle various
lengths of the historical appearance cue. We vary scue from 1 to 14 with an interval of 1 and compare the MOTA and IDF1. The
comparison results are presented in Fig. 11, which shows that the best performance on average, 34.9 MOTA and 26.3 IDF1,
occurs when scue is 8. Hence, scue is fixed at 8 in subsequent experiments.

Control parameter variation: Control parameters exist in Eq. (5) and (12), i.e., kf and kc , respectively. For a fair compar-
ison, the best performing control parameter for each appearance model needs to be selected. Thus, we measure the MOTA
and IDF1 by varying these values as depicted in Fig. 12. After the analysis, 2;4;3f g are selected for kf of the color histogram,
kf of the Triplet-Siamese network and kc of C-TAMA, respectively. The MOTA and IDF1 scores from k are used for the baseline
comparisons.

Hierarchical initialization: To prove the benefit of our initialization method, we conduct a simple comparison. Hierar-
chical initialization consists of two subparts: IoU-based strict matching and distance-based weak matching. We compare
the hierarchical method with these two baseline methods. In Fig. 13, these methods are compared on the basis of three met-
rics: MOTA, the number of false positives (FPs) and the number of false negatives (FNs). FPs and FNs are particularly impor-
tant metrics for comparison because they are critically affected by the initialization methods. The strict IoU-based
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Table 6
Comparison with baseline methods on validation set 2. Red indicates the best score.

Table 5
Comparison with baseline methods on validation set 1. Red indicates the best score.
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initialization produces many FNs. By contrast, the weak distance-based initialization produces many FPs. The proposed hier-
archical initialization method shows a well-balanced number of FPs and FNs, resulting in the best performance in terms of
the MOTA.

Comparison with the baselines: Five different methods are evaluated on validation set 1 (Table 5,6) and and validation
set 2 (Table 6). Except for the fact that Deep-TAMA removes the shape likelihood from the likelihood calculation, every other
minor condition is shared equally. Color histogram and Triplet-Siamese take Eq. (5), and raw JI-Net takes Eq. (6) with
sa ¼ 0:6 for appearance modeling. We additionally include the multi-object tracking precision (MOTP), mostly tracked
(MT) and mostly lost (ML) metrics to achieve a detailed comparison.

Table 5 shows the results on validation set 1. The RGB-HSV color histogram shows the lowest performance. The deep
appearance models, i.e., Triplet-Siamese and JI-Net, outperform the color histogram. JI-Net without TAMA performs slightly
better than Triplet-Siamese. This outcome shows the ability of JI-Net to output a reliable likelihood without smoothing.
Further improvement can be achieved with temporal appearance modeling. C-TAMA performs better than JI-Net in terms
of the MOTA and IDF1, by 0.4 and 2.1, respectively. Note that a large portion of the MOTA and IDF1 is difficult to improve
by changing only the appearance model because geometric gating is performed before the appearance likelihood calculation.
Compared to C-TAMA, Deep-TAMA has a better MOTA. Regarding MT and ML, Deep-TAMA reduces the number of lost tracks
by nearly 10% compared to the other methods. We presume that this improvement comes from successful detachment of the
shape constraint from Eq. (4).
Table 7
Tracking performance comparison on the MOT16 benchmark. Bold text indicate the following: : best performance among offline trackers; : best
performance among online trackers. Best viewed in color. * indicates the previous online tracker with JI-Net. A number in ‘()’ in the ‘FPS’ column indicates the
speed of the TensorFlow reimplemented version.

See above-mentioned references for further information.
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Table 8
Tracking performance comparison on the MOT17 benchmark. Bold text indicates the following: : best performance among offline trackers; : best
performance among online trackers. * indicates our conference version tracker. A number in ‘()’ in the ‘FPS’ column indicates the speed of the TensorFlow
reimplemented version.

See above-mentioned references for further information.

Fig. 14. (a, b) IDF1 comparison with top-performing online trackers that exploit extra detection modules. (c) Tracking efficiency comparison.
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Validation set 2 includes very crowded scenes. Thus, the tracking performances in Table 6 well reflect the ID-preserving
ability of each method. From this context, JI-Net reveals its weakness, i.e., the absence of adaptive target modeling. It per-
forms worse in terms of IDF1, MT and ML than Triplet-Siamese. C-TAMA has a better MT and ML than those of JI-Net. How-
ever, compared to Table 5, C-TAMA doesn’t gain visible improvement in MOTA and IDF1 scores. By contrast, Deep-TAMA
consistently shows significant improvements in every metric except the MOTP. In summary, the enhancement from C-
TAMA may depend on the scene condition. The data-driven weights of Deep-TAMA effectively remove this dependency.
5.3. Benchmark results

In this section, we provide quantitative results on two MOTChallenge benchmark datasets (MOT16 and MOT17) and on
CVPR19 MOTChallenge2. State-of-the-art trackers with deep appearance models from the MOT16 and MOT17 benchmarks are
chosen for comparison. [39] is selected as the best performing tracker without the use of appearance information.

MOT16: In the MOT16 benchmark (see Table 7), our tracker achieves 46.2 MOTA and 49.4 IDF1. [42] performs the best
among the offline trackers. Clearly, the use of JI-Net in offline tracking is effective. [2,27] attached an extra detection module
to their trackers, Faster-RCNN [33] and R-FCN [11], respectively. As shown, the MOTA and IDF1 metrics are highly affected by
the detection quality. Their high MOTA and IDF1 scores may be attributed to their built-in detectors, which have refined
noisy detections [32]. The score gaps become smaller and even reversed on the MOT17 benchmark, which additionally pro-
vides 2 better public detection results. Except for these two, ours shows a competitive performance relative to that of [10]
(attention-based visual object tracking) and [36] (target-specific LSTM modeling). Our proposed tracker outperforms track-
ers with similar approaches, such as [13] (GRU with deep features), [1,26,37] (quadruplet- or triplet-loss-based appearance
model) and [49] (JI-Net as an object displacement estimator).

MOT17: In the MOT17 benchmark (see Table 8), Deep-TAMA performs better, being much closer to the top-performing
tracker. Some of the trackers are duplicates of those in Table 7. Hence, the relative performance of our tracker can be gen-
eralized with two additional detection sets, [33,45]. [20] appended the bi-LSTM to the multiple hypothesis tracking frame-
work to achieve reliable appearance and motion similarity. Considering the better performance of our tracker than that of
[20,26], the advantage of Deep-TAMA is justified compared to the conventional Siamese network. [9] implemented an
end-to-end tracking network combined with visual object tracking. It performs better in terms of the MOTA but worse on
2 All tables are publicly available athttps://motchallenge.net/
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Fig. 15. (a, b) Tracking quality comparison in challenging situations between two different similarity models (JI-Net, Deep-TAMA). (c) Long-term occlusion.
The frame number is marked at the bottom right of each frame.
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IDF1 than ours. [2,27] are still better than ours in terms of the MOTA score. However, the differences become significantly
smaller (8:2%! 3:2% and 1:4%! 0:6%, respectively) on MOT17 compared to MOT16, and ours outperforms both in terms
of the IDF1 metric. This issue of the metric-wise performance fluctuation is discussed further in the following subsection.
[39] performs very fast since it does not address appearance information. As a trade-off, it has the lowest IDF1 score, which
means that it performs poorly in long-term tracking.

We have published the tracking results on the MOT17 benchmark from our conference paper [48]. It is similar in appear-
ance, as shown in Eq. (12) and (13), to C-TAMA. The following three advantages are considered. First, the balance between
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Table 9
CVPR19 MOTChallenge table. Among the 36 participants, only published trackers were
selected; the number 1 tracker was therefore excluded. A number in ‘()’ in the ‘FPS’ column
indicates the speed of the TensorFlow reimplemented version.

See above-mentioned references for further information.
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FPs and FNs is improved because [48] adopts IoU matching-based initialization instead of hierarchical initialization. Second,
the tracking performances on the main metrics, i.e., MOTA and IDF1, are all improved. LSTM finds better weights for asso-
ciation, which contributes to the tracking performance. Third, thanks to batch-based acceleration (Algorithm 2), Deep-TAMA
shows a slightly better Hz frequency even though it includes extra LSTM layers.

Comparison with trackers having an extra detector: The importance of IDF1 over the MOTA was emphasized in [28,35].
The IDF1 score reflects the long-term tracking performance. To highlight the ID consistency of our tracker, we analyze the
IDF1 score of ours and two state-of-the-art online trackers in terms of the detection quality in Fig. 14. [2,27] adopted an extra
detection module in their trackers. Since the MOTA metric is directly affected by the detection quality, it is understandable
that they show higher MOTA scores on both benchmarks. MOT16 consists of noisy detection, which is far from the state-of-
the-art quality. Although IDF1 reflects the ID-preserving ability more than the MOTA, it is also proportional to the detection
quality. Thus, the huge gap in detection quality on the MOT16 benchmark leads ours to be placed lower in IDF1 than [2,27]
(Fig. 15a). However, on the MOT17 benchmark (Fig. 15b), with two additional good-quality detection sets, ours outperforms
these 2 trackers. This result means that the ID-preserving ability of the tracker is dependent on the quality of detection. We
also visualize a relation between the IDF1-FPS values of the MOT17 trackers in Fig. 15c.

CVPR19 MOTChallenge results: In Table 9, we provide a published CVPR2019 Multi-Object Tracking Challenge result. In
summary, ours ranked in 3rd place among 36 competitors. Although ours is placed below [2] for the MOTA, it performs bet-
ter on IDF1 and other important tracking metrics. Considering both the MOT17 benchmark and challenge results, we con-
clude that the ID-preserving ability of the proposed appearance model is outstanding.
5.4. Real-time experiments

Thus far, the experiments have been conducted on offline datasets without considering the frame loss, which occurs due
to the lower processing speed of the tracker compared to the FPS of the video (e.g., input frame comes at 30 FPS; however,
the tracking algorithm can process only 5 FPS). In real-time environments, the computational bottleneck of the tracker may
lead to a substantial input frame loss, which results in tracking failure. In this subsection, we show the qualitative results of
our tracker in real-time visual surveillance scenarios. Different from the previous experiments, the tracking is performed on
modified videos with much lower FPS rates.

Experimental settings: To conduct tracking on videos with a high FPS mimicking a real-time setting, a portion of the
frames are discarded according to the tracking speed. Here, the limitation of the Bayesian tracker (or of most existing track-
ing methods) must be revisited. Since the Bayesian tracker updates the variances and means of the Gaussian densities of tracks in
Table 10
Description of our private dataset. On the sample image, we annotated the regular paths along which pedestrians walk. The target scene of each video is also
described in the last row. A number in ‘()’ in the frame rate row indicates a decreased frame rate for the real-time tracking simulation.
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Fig. 16. Real-time simulation results #1. The number at the bottom right of each image indicates the frame stamp (original frame stamp before dropping
the frame rate). Each track can be discriminated by its own color, ID and drawn trajectory. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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every frame, tracking under an inconsistent frame rate is infeasible. Thus, a consistent frame rate must be ensured. To satisfy
both the consistent frame rate and real-time environment requirements, we first measure a tracking FPS of the tracker in
each video. Then, we reduce the frame rate of each video to a value far lower than the measured average tracking FPS to
prevent frame-drop. Frames that exceed the new fixed frame rate are discarded. A new video, Vnew 	 Vorig , after discarding
redundant frames, becomes
Vnew ¼ F tjF t 2 Vorig ; t � 1ð Þ% FPSorig
FPSnew

¼ 0
� �

; ð33Þ
where F t is an image with a frame stamp t. FPSorig and FPSnew indicate the original frame rate of the video and a newly fixed
frame rate, respectively.

Dataset preparation: Our new dataset mimics real-world surveillance scenes. The details of the dataset are given in
Table 10. We tried to include many challenging situations such as target-target occlusion, target-obstacle occlusion and
long-term occlusion. For visual analysis of the tracking results, the number of pedestrians was constrained to be countable.
Videos were taken at two different resolutions but with the same frame rate of 30. The average tracking speed of our tracker
for each scene was confirmed to be higher than 20 FPS. To simulate real-time tracking, the frame rates of the videos were
dropped significantly to 5. Thus, frame drop was avoided, allowing the simulation of tracking on nonstop frame inputs.
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Fig. 17. Real-time simulation results #2. The number at the bottom right of each image indicates the frame stamp (original frame stamp before dropping
the frame rate). Each track can be discriminated by its own color, ID and drawn trajectory. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Frames exceeding the new frame rate were dropped following Eq. (33). The pedestrian bounding boxes were extracted using
a real-time detector [22], with a frame rate of more than 20 FPS on the COCO dataset with outstanding accuracy.

Qualitative results: The collected videos do not have a corresponding ground-truth tracking annotation. Thus, instead of
a quantitative evaluation, we have drawn three different visual markers for each target, i.e., the color, ID and trajectory, for
better discrimination. The new dataset contains countable pedestrians in a scene. The correctness of the tracking result can
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Fig. 18. Failure cases due to a low frame rate.
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be clearly confirmed by the aforementioned visual markers. We classified the videos into two groups: general scenes (GIST-
Road1, GIST-Road2) and special scenes (GIST-Curve, GIST-Tree, GIST-Crossing). The results of each set are visualized in
Fig. 16 and 17, respectively. In the general scenes (Fig. 16), pedestrians are occluded by other pedestrians and by scene obsta-
cles. ID-switching rarely occurs, and most pedestrians are fully tracked, as shown by the displayed trajectory lines. Special
scenes (Fig. 17) represent three challenging scenarios. In GIST-Curve (Fig. 17a), a curved exit introduces a difficult scenario.
GIST-Crossing (Fig. 17b) shows two pedestrians with similar appearances crossing in front of each other. The two pedestrians
are fully tracked until they disappear from the scene. GIST-Tree (Fig. 17c) is the most challenging scene, as it includes mul-
tiple occlusions from a large tree and between pedestrians. Specifically, the tree induces severe and long-term occlusions by
fully covering pedestrians. From our strong appearance model, all targets are successfully tracked, overcoming the aforemen-
tioned difficulties.

Failure cases: The low-frame-rate (5 FPS) environment induces a few tracking failures. Two exemplar cases are shown in
Fig. 18. Fig. 18a shows a situation where two targets (ID: 10, 13) walk close to each other and a front target (ID 10) that dis-
appears in only 5 frames. Fig. 18b depicts a situation where the target suddenly changes its motion towards the opposite
direction. In both cases, the target states change suddenly, resulting in ID-switchings. These failures can be avoided in a
higher-frame-rate environment in which the target states change more smoothly.
6. Conclusions and discussion

In this paper, we propose a new method for appearance modeling and learning in multiple pedestrian tracking to over-
come the limitation of the conventional feature extraction methods. We employ JI-Net as a backbone and improve it with the
proposed temporal appearance matching association methods using two approaches: C-TAMA and Deep-TAMA. Particularly,
Deep-TAMA improves C-TAMA by associating matching feature and shape information using a data-driven approach. The
flexibility of tracking is also improved by mitigating the mutual independence between the appearance and shape feature
and by adding a hierarchical initialization. The positive effects of the aforementioned contributions are sufficiently validated
in the experimental sections. Our tracker achieves a state-of-the-art performance on public benchmark tables.

The current limitations of our appearance model are twofold: First, the time complexity and memory consumption are a
bit higher than those of the conventional methods. It comes from the fact that we have to save raw templates as historical
appearances, which are 3D tensors. The conventional methods can preserve single or multiple target-specific features, which
are simply 1D vectors. Though we tried to mitigate the problem in Section 4.6 and 5.1, our method still could not achieve
real-time speed in crowded environments.

Second, our appearance model utilizes the features inside the bounding-box areas. Because context propagation has
improved the performance of recent detectors, our future work will be directed towards the extraction of a feature map that
has the context of the scene instead of the raw images. As mentioned in Section 5.3, we carefully project that utilization of
both the extra detector and its context propagation module will raise the detection and tracking quality simultaneously.
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