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ABSTRACT This paper proposes an image patch selection that finds similar patches in multiple images so
that image denoising can suppress noise more effectively by exploiting the identified similar patches from
the multi-view images. We encode all image patches in multi-view images into a low-dimensional space,
and it allows for a denoiser to find similar patches effectively from the space. Our approach enables existing
patch-based denoisers, which often find similar patches within an image window, to identify more similar
patches by extending the limited search space into the entire space (i.e., all input images). We integrate
our technique into state-of-the-art single-view denoising (block-matching and 3D filtering (BM3D)), and
demonstrate that the BM3D combined with our approach is able to conduct multi-view image denoising
effectively, without a major alteration to the existing algorithm.

INDEX TERMS BM3D, multi-view image denoising, patch embedding, similar patch selection.

I. INTRODUCTION
Image denoising is a well-established problem of estimat-
ing an unknown ground truth image from an observed
noisy image corrupted by random artifacts (noise).
A classical but common approach is neighborhood filtering
(e.g., [22], [24]) that identifies similar pixels (e.g., the pixels
with similar values) in a spatial neighborhood at each pixel
and weight-averages the gathered similar pixels to reduce the
noise in the input image. However, it is typically challeng-
ing to identify similar pixels correctly since the similarity
between two pixels (e.g., the squared difference between two
pixel colors) can also be noisy as the distance computation
relies on noisy pixel values.

A more robust denoising approach against noise is to col-
lect similar pixels using a patch-wise distance in a spatial
neighborhood. For example, non-local means denoising [2]
exploits an l2 distance between two image patches, which can
be more robust than a pixel-wise distance. Block-matching
and 3D filtering (BM3D) [9] takes the same principle (patch-
based computation), but the technique employs collaborative
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filtering that denoises identified similar patches simultane-
ously in a sparse 3D transform domain.

Common to these approaches is to identify similar pixels
(or patches) in a spatial neighborhood, and the neighborhood
pixels are typically chosen as the pixels in a local image
window. The underlying assumption of this local window
search is that statistically similar values (e.g., similar ground
truth values) are usually located in a spatially similar image
region. This assumption may work well for single image
denoising, but it can be more desirable to find similar values
across multiple images when multi-view images are given to
a denoiser as input.

However, applying the local window search directly to the
multi-view denoising scenario is not straightforward since
directly extending a 2D spatial neighborhood into a 3D vol-
ume is not often effective because the images can be cap-
tured from different viewpoints. A common approach for
multi-view image denoising is finding similar patches across
images using additional information (e.g., depth or dispar-
ity) [13], [14], [18]. Estimating the depth or disparity can be
a suitable choice, particularly if input images are captured
from similar viewpoints (e.g., stereo cameras). Recently,
deep-learning approaches demonstrated outstanding perfor-
mance, given a set of images whose viewpoints are similar
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FIGURE 1. Our multi-view denoising result. We find similar patches both
in the target view image (a) and in the other input images (c) taken from
different viewpoints so that BM3D combined with our technique
(b) denoises the target image more effectively. The input images ((a) and
(c)) are corrupted by Gaussian noise with σ = 50.

to each other (e.g., a burst of images taken from a mobile
device). However, if the views are very different, accurately
estimating the information is highly difficult or not feasible.
Hence, robustly handlingmore general scenarios, where input
images are taken from arbitrarily different positions, remains
a challenge.

This paper proposes a new approach for multi-view image
denoising, which does not restrict the inputs (e.g., images
taken from similar viewpoints). Our technique relies on nei-
ther prior information nor the heavy training process of
neural networks, unlike the previous multi-view approaches.
We instead directly adapt the state-of-the-art single-view
denoising (BM3D) to be capable of exploiting multi-view
images in its denoising process. Our high-level approach is
to find similar patches in the entire input domain (i.e., all
image patches from multi-view images) instead of a limited
space (i.e., only a spatial neighborhood) so that BM3D can
perform its collaborative filtering more effectively. To ful-
fill our high-level idea, we embed all image patches into
a low-dimensional space and search for similar patches in
a low-dimensional data structure (e.g., kd-trees). While our
extension to the single-view denoising is simple and requires
minimal modification (i.e., a search space) to the method, our
method is able to improve the state-of-the-art given general
multi-view scenarios where we cannot assume similar view-
points (e.g., Fig. 1).

II. RELATED WORK
A. SINGLE-VIEW IMAGE DENOISING
Image denoising has been extensively studied in the
image processing field, and its ultimate goal is to restore
the (unknown) ground truth image from a single image cor-
rupted by random artifacts (i.e., noise).

Well-known examples include anisotropic diffusion [23],
bilateral filter [22], non-local means [2], wavelet threshold-
ing [4], and regression-based approaches [21]. In addition to
these conventional methods, deep learning-based approaches
have been actively studied [3], [8], [11], [25], aiming to

train a neural network that estimates the clean image from
an observed noisy image. Although the recent deep learn-
ing models have shown impressive denoising performance,
block-matching and 3D filtering (BM3D) [9] is still consid-
ered a state-of-the-art denoiser [7].

BM3D [9] uses a collaborative filtering that transforms
similar patches together as a group and, thereby, effectively
removes noise while preserving high-frequency details in
each image patch. Due to the computational cost, BM3D
explores only a neighborhood (called a search window) of
each patch to find similar patches, and hence its denoising
quality highly depends on whether there are a sufficient
number of similar patches in the spatial neighborhood. If
this is not the case, BM3D tends to retain residual noises
with high variances. To remedy this issue, this paper sug-
gests a novel method of finding similar patches in the entire
domain (i.e., multiple input images), not just within a limited
search window, which can improve the denoising quality of
BM3D.

B. MULTI-VIEW IMAGE DENOISING
When multiple images are taken for the same objects yet
with different views, it is desirable for an image denoiser
to exploit all the input images together for better denoising
quality. This problem is called multi-view image denoising.
What is most challenging in this problem is how to collect
similar pixels or patches across different images. One typical
solution is to estimate additional information such as depth
map or disparity map and match pixels relevant to each
other (e.g., pixels with a similar depth) across images [13],
[14], [18]. This approach can be ideal if we are already given
the information or can calculate per-pixel depth accurately
(e.g., in the case of stereo images). Otherwise, one should
estimate the depth only from the noisy color images without
any prior (e.g., similar views), and this estimation problem is
as challenging as the denoising problem, particularly for the
images with quite different views (e.g., Fig. 1).

Burst denoising can also be seen as a special case of
multi-view image denoising, where we deal with a sequence
of photos usually taken by mobile devices in a moment.
With this sequence of images with almost the same views,
burst denoising can outperform single image denoising in
terms of denoising quality. For example, recent approaches
[16], [17] exploited an end-to-end neural network that blends
pixel colors across images without explicitly estimating the
additional information (i.e., depth). These approaches dealt
with misalignment in multiple images through a deep net-
work. However, it still remains challenging to perform better
than the state-of-the-art single-view denoising (BM3D) for a
general scenario where the views are not similar to each other.
Unlike the existing approaches, our method relies on neither
depth estimation nor a neural network. We instead search
for candidate patches across all images from an embed-
ding space and feed retrieved candidates into BM3D so
that the single-image denoiser can naturally be extended to
multi-view image denoising.
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FIGURE 2. BM3D denoising results (a) without (top) and with our technique (bottom). We visualize the number of similar patches per pixel given the
same user threshold (τ ) for both approaches (b). We set the number of candidate patches for our approach to be the same as the one used in BM3D (e.g.,
1521 = 39× 39). BM3D finds similar patches whose patch-wise l2 distance from the reference patch is less than τ in a spatial window (e.g., 39× 39).
When it fails to find enough numbers of similar patches, the denoising result leaves low-frequency artifacts (see the top row in (c) and (d)). Our technique
increases the number of similar patches by feeding a set of candidate patches identified from the entire inputs (multi-view images) to BM3D, and it
allows the method to produce an improved result (see the bottom row in (c) and (d)).

III. BACKGROUND
1) PROBLEM STATEMENT
Let us consider a commonly used noise model for image
denoising:

y(x) = µ(x)+ ε(x), (1)

where y(x) is an observed value (e.g., the pixel color) at
pixel position x. µ(x) is the unknown ground truth color to
be estimated and ε(x) is assumed to be i.i.d Gaussian noise
with variance σ 2, i.e., ε(x) ∼ N (0, σ 2). Image denoising
is a problem of estimating the unknown µ(x) only from the
observed noisy signal y(x).

2) BLOCK-MATCHING AND 3D FILTERING (BM3D)
Given the noise model above, we present a brief explanation
of howBM3D [9] works as our method is an extended version
of BM3D for multi-view image denoising. BM3D performs
two filtering steps at a high level, where each step equally
consists of 1) grouping by a block-matching, 2) collaborative
filtering, and 3) aggregation.

Grouping is a process of collecting similar patches for
each patch. More formally, let Pc of size nP × nP denotes
a reference patch being processed at pixel c (e.g., 8 × 8
pixels located top-left at pixel c). Then, for each Pc, BM3D
finds the set Sc of similar patches whose distances (i.e.,
dissimilarity) from Pc are small enough. To this end, it first
constructs the candidate set �c consisting of all the patches
within a local search window (e.g., 39 × 39 image window)
centered at c. Among the candidates, BM3D selects the sim-
ilar patches Sc whose distances are less than a user-defined
threshold τ :

Sc =
{
Px ∈ �c | d2(Pc,Px) 6 τ

}
, (2)

where d2(Pc,Px) is an l2 distance that defines the dissimilar-
ity between two patches:

d2(Pc,Px) =
‖Pc − Px‖22

(nP)2
. (3)

Once we construct Sc for each patch Pc, BM3D conducts
a 3D transformation to the stacked similar patches (i.e.,
3D image patches) and performs a collaborative filtering
(a hard-thresholding and Wiener filtering in the first and sec-
ond steps respectively) for the transformed patches so that the
grouped patches are filtered together. As the filtered image
patches can be overlapped, we can havemultiple estimates for
a pixel. Therefore, the last process of BM3D is an aggregation
that takes the average of the multiple values to determine the
final pixel value.

3) MOTIVATION OF OUR WORK
BM3D denoises the noisy image signal y(x) effectively while
preserving high-frequency details of an input image, but its
denoising can only be successful when a sufficient number of
similar patches Sc (i.e., the candidate patches whose distances
are smaller than a threshold τ in Eq. 2) can be found per
each reference patch. Otherwise, its resulting images can be
under-blurred and leave remaining noise, as shown in Fig. 2.
Technically, it occurs when the candidate patches in �c
nearby a reference point c do not contain a necessary number
of similar patches. One can simply increase the threshold τ
so that a larger number of similar patches can be involved in
the collaborative filtering process, but it typically introduces
over-blurred results due to an increased bias caused by less
similar patches. A better approach is to select similar patches
in the entire input domain (e.g., all the image patches) instead
of a limited area (a local search window centered at the
reference point c) so that a large number of similar patches
can be found without increasing the threshold. This approach
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can be beneficial, especially when multi-view images are
employed. For example, we can increase the possibility of
finding similar patches, especially for reference patches (e.g.,
in Fig. 2) that are not similar to the patches nearby the
references by searching all the input patches even in the other
views. In the next section, we present our proposed method
of finding similar patches in the entire domain to enhance the
performance of BM3D by remedying the under-blurred areas
caused by lack of patch similarity.

IV. EXTENDED BM3D FOR MULTI-VIEW IMAGE
DENOISING
This section presents our technique that selects similar image
patches (Sc in Eq. 2) with respect to a reference patch Pc
from the multi-view input images (not just from a local
search window in a target view), allowing BM3D [9] to per-
form an effective multi-view denoising. This scheme may be
considered a straightforward extension to the state-of-the-art
single-view denoiser, but it can be challenging to efficiently
find similar patches over a complete set of possible patches
in all the images.

A naïve approach would be a brute-force search that first
computes all the pairwise distances between patches across
all input images and then take similar patches within the
threshold in the order of their distances from each refer-
ence patch. It, however, is not a practical solution since
the time complexity of the patch-wise distance, d2(Pc,Px),
is a square of the total number of pixels over all the
images.

A potentially better approach is to build a hierarchical
structure (e.g., a kd-tree) on all the patches and then to find
candidate patches �c for a reference patch using K-nearest
neighbor (KNN) search (K = |�c|). Then, we can select
the similar patches Sc, which are a subset of the candi-
dates �c (Eq. 2). Unfortunately, this approach suffers from
the curse of dimensionality as image patches are in a high
dimensional space (e.g., 64 × 3 for a colored 8 × 8 patch).
Due to the high dimensionality of each patch, KNN search
on the kd-tree over all the patches is neither efficient nor
effective [1].

Our key strategy to address the challenges discussed above
is to project each high-dimensional point (i.e., image patch)
into a low-dimensional space while their pairwise simi-
larities in the mapped space are relatively well preserved
(Sec. IV-A). Then, we can efficiently perform KNN search
with a kd-tree built upon this set of low-dimensional points
(Sec. IV-B).

A. IMAGE PATCH EMBEDDING USING FastMap
We adopt one of the simplest embedding algorithms,
FastMap [5], to embed all image patches into a k-dimensional
space while maintaining the distance between two embedded
patches to be close to the one between the patches in the
original space. Specifically, we take all patches P1, . . . ,PN
(N is the total number of patches from all images) as input and
then compute embedded patches Pe1, . . . ,P

e
N . For example,

FIGURE 3. Image patches in input images (a) are embedded into 3D
space (b) using FastMap [5]. We set the color of the embedded points to
the average color of input patches, and this result indicates that input
patches with similar colors are embedded into a similar position in the
low-dimensional space. The two input images are from Kodak24 [6] and
BSD68 [20].

the i-th image patch, Pi is mapped into an embedded point
Pei = (Pei,1, . . .P

e
i,k ) in k-dimensional space.

FastMap is an iterative algorithm that computes the j-th
coordinate for all the patches at j-th iteration (j = 1, . . . , k).
Specifically, the j-th coordinate Pei,j for the i-th patch is com-
puted as

Pei,j =
d2j (Pi,Pa)+ d

2
j (Pa,Pb)− d

2
j (Pi,Pb)

2dj(Pa,Pb)
, (4)

where d2j (·, ·) is the distance function between two patches
at j-th iteration. The distance function d2j (Pi,Pa) is updated
recursively at each step j:

d2j+1(Pi,Pa) = d2j (Pi,Pa)− (Pei,j − P
e
a,j)

2. (5)

For the recursion above, the distance function at the first step,
d21 (·, ·), is set to the l2 patch-wise distance used in BM3D
(Eq. 3). Note that the distance function used for BM3D is a
non-negative and symmetric function satisfying the triangle
inequality, and thus it satisfies the conditions required in
FastMap [5].

The two pivot patches, Pa and Pb, are chosen such that
their distance d2j (Pa,Pb) is maximized. Exactly computing
the pivot patches Pa and Pb in Eq. 4 is computationally
expensive (O(N 2)), and thus the algorithm uses a simple
heuristic. For example, it selects a patch randomly and finds
Pb that has the largest distance from the randomly chosen
one. Then, the method picks the patch Pa whose distance is
the largest from Pb. We repeat this process five times and
select the two pivots with the largest distance, like the original
method [5].

The overall complexity of FastMap is O(kN ) and thus we
can embed all patches into k-dimensional space efficiently.
As shown in Fig. 3, image patches with similar colors are
located closely in the embedding space even if we use a
low dimensionality (i.e., k = 3), since FastMap conducts a
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dimensionality reduction while preserving the original dis-
tance between patches. We apply the embedding technique to
the main denoising stage in BM3D. Specifically, we take the
images pre-filtered by BM3D (i.e., the output by the first step
of BM3D) as input, and compute embedded points of all input
patches so that its main denoising can be performed with
refined similar patches identified in the embedding space
(Sec. IV-B).

B. SIMILAR PATCH SELECTION IN EMBEDDING SPACE
Once we compute embedded patches from multiple input
images, we build a kd-tree using the coordinates of the
patches. In the main denoising stage of BM3D, we search
K = |�c| embedded points close to the embedded point
of the reference patch Pc in the kd-tree through K-nearest
neighbor (KNN) search. Let us denote the candidate patches
collected using the KNN search by �e

c. Our adaptation to
BM3D is to replace the local patch candidates �c (in Eq. 2),
which are located in a local search window, with our global
patch candidates �e

c:

Sc =
{
Px ∈ �e

c | d
2(Pc,Px) 6 τ

}
. (6)

While our modification to the original BM3D is simple,
it allows the single-view denoiser to exploit potentially much
more similar patches, even in the other-view images. For
example, the denoising quality of BM3D can be degraded
when the number of similar patches is not enough within
a local search window in a target-view image that we want
to denoise. Our integration to BM3D is able to enhance
the denoising quality of BM3D for this scenario, as we can
increase the possibility of finding similar patches by exploit-
ing the images captured by different camera viewpoints,
as shown in Fig. 2.

V. RESULTS AND DISCUSSION
This section compares our method with the baseline (BM3D)
that denoises each image independently. We have imple-
mented our extension on top of a C/C++ implementation
of BM3D [12]. Also, we have set the parameters (e.g., patch
sizes) for BM3D, as recommended by the original paper [9].
Our technique is also compared with a video extension of
BM3D,VBM4D [15], and recent burst denoising using kernel
predicting network (KPN) [17]. For a fair comparison with
the learning-based approach (KPN), we have retrained it
with a batch size of 64 for 250K iterations using the Open
Image dataset [10] while varying the noise level in images
from 5 to 50.

We use five images for each test scene and report quanti-
tative results using the peak signal-to-noise ratio (PSNR) and
structural similarity (SSIM) [26]. Specifically, we simulate
additive white Gaussian noise (AWGN) by varying its vari-
ance (i.e., noise level). All experiments have been conducted
on a PC with an AMD Ryzen Threadripper 3990X CPU
(2.9 GHz) for all tests.

FIGURE 4. Test scenes from ETH3D [19] dataset. (a): Courtyard,
(b): Facade 1, (c): Facade 2, (d): Playground, (e): Relief 1, (f): Relief 2,
(g): Terrace, and (h): Train.

1) DATASET
We use the ETH3D [19] dataset for multi-view denoising
experiments, and the dataset consists of multiple images cap-
tured from various camera positions and angles. Note that the
dataset is not dedicated to multi-view scenarios, and thus we
use only the eight scenes that can be categorized as multi-
view denoising scenarios. Specifically, each scene contains
five images, and we treat one image per scene as a target
image that should be denoised. We use 810 × 540 for the
image resolution. Fig. 4 shows the eight scenes, each of which
has five images with different views. As shown in the figure,
views (positions and directions) are not very similar to each
other, and thus identifying similar patches for this scenario
can be challenging.

2) COMPARISONS UNDER HOMOGENEOUS NOISE
CONDITIONS
Table 1 shows the numerical accuracy of the tested methods
for the eight scenes (in Fig. 4), where we use homogenous
noise levels. Specifically, we test the three levels of noise,
σ = 30, 50, and 70, and the simulated noise is added
in the muti-view images (not only the target but also the
other images). Also, we compare the techniques qualitatively
in Fig. 5.

Existing multi-view denoisers (VBM3D and KPN) gener-
ate over-blurred artifacts or leave some low-frequency noise.
Those can be very effective when the input images have very
similar viewpoints, but the tested scenarios are far from the
case. The baseline method (BM3D) outputs more visually
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FIGURE 5. Multi-view denoising results when the same amount of noise is added to the multiple input images (five views shown in Fig. 4). The tested
methods denoise a target-view image (in the third column) where we vary the noise level, σ .

TABLE 1. Quantitative results of the tested denoisers. We vary the noise level σ in the input multi-view images from 30 to 70 and measure the PSNR and
SSIM values of the denoised target-views from each tested method. The last column shows the averages of the numerical errors for the eight scenes.

pleasing and accurate results than the VBM3D and KPN.
On the other hand, our method enables BM3D to boost its
denoising quality for most cases both numerically and visu-
ally. For example, our method improves the denoising quality
of BM3D up to 0.32 dB for the Facade 1 scene in Table 1.
Technically, our technique improves the BM3D, especially
for the problematic regions where similar patches cannot be
found within a spatial neighborhood (see Fig. 5).

3) COMPARISONS UNDER HETEROGENEOUS NOISE
CONDITIONS
Table 2 and Fig. 6 also show the results of the denoising
methods for the multi-view denoising scenarios, but we relax
the homogenous noise condition. Precisely, we set the noise
levels for the other views to 10 (for the first), 20 (second), 30
(third), and 40 (last). We then only vary the noise level in the
target view from 30 to 70.

Analogously in the test with homogeneous noise condi-
tions, it is observed that our method improves the baseline

method (BM3D) for most cases, but our improvement can
become more significant when the noise in the other views
is smaller than that in the target view (e.g., σ = 70 for the
target view). For example, our numerical improvement over
BM3D is up to 0.70 dB for the Relief 2 scene in Table 2.
Technically, our method enables BM3D to exploit less noisy
patches from the other views, especially when the target view
is severely noisy.

We have also observed that our numerical improvement for
BM3D can become more significant as the number of views
increases. For example, our PSNR improvements are 0.17 dB
(only with the target view), 0.37 dB (with the target and first
views), and 0.45 dB (with all the views) on average, given the
tested scenes with σ = 70.

4) ANALYSIS ON THE DIMENSIONALITY OF OUR
EMBEDDING SPACE
In Fig. 7, we measure the numerical accuracy of our method
by varying the dimensionality of our embedding space.
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FIGURE 6. Multi-view images denoising results on the heterogeneous noise conditions where the noise in the target-views is different from the other
views. We set the noise levels for the other views to σ = 10 (for the first view), 20 (second), 30 (third), and 40 (the last view in Fig. 4), respectively.

TABLE 2. Quantitative results of the tested denoising methods for the eight scenes, where use different amounts of noise for each view.

As shown in the figure, there is a noticeable increase in PSNR
values when changing the dimensionality from one to three.
It indicates that too low dimensionalities (e.g., one) lead to
a sub-optimal selection of similar patches, but the increase
in the numerical accuracy from three to five is not drastic.
Also, the computational time of our method increases from
64.68 s to 76.81 s when changing the dimensionality from
three to five. As a compromise between the computational
overhead and denoising quality, we have chosen a relatively
low dimensionality (three).

5) COMPUTATIONAL OVERHEAD OF BM3D WITH OUR
METHOD
Table 3 shows the runtime overheads of BM3D with and
without our method. Precisely, wemeasure the computational
times of both approaches when a target image is denoised.
Unlike the original BM3D, the BM3D with ours takes five
multi-view images of 810×540 size as input. As we construct

TABLE 3. Computational overheads of BM3D with and without our
technique, given input images of size 810× 540.

an embedding space using the pre-filtered results by the
method (the first step of BM3D), applying the pre-filtering
to all the input images is needed. This pre-filtering is the
most expensive process of the BM3D with ours. Overall, our
adaptation to the original BM3D increases its computational
time from 11.92 s to 64.68 s.

Nevertheless, the increasing rate in the computational over-
head caused by our adaptation can be decreased for a typical
multi-view denoising scenario where all the input images (not
just a target image) are denoised since we do not need to
compute a separate embedding space for each target image.
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FIGURE 7. Numerical errors of the BM3D with our method, where we vary
the dimensionality of embedding space. The PSNR values are the
averages for the eight scenes where we use the homogeneous noise
levels (σ = 30 in the top, 50 in the second, and 70 in the last row) for
multi-view images (in Table 1).

For example, the original BM3D takes 59.65 s for denoising
all the input images (i.e., five images), and BM3D with our
adaptation requires 98.36 s. As a result, our computational
overhead is less than 2×, compared to the time of the original
BM3D.

6) LIMITATIONS AND FUTURE WORK
The main limitation of the proposed method is that our
improvement for the original BM3D can be incremental when
enough numbers of patches can be found in a spatial window.
It technically restricts the overall improvement (e.g., PSNR
values), as our method is only helpful when failing to find
enough numbers of similar patches in a spatial neighborhood.
Nonetheless, our adaptation to the method is simple, and our
improvement can be significant locally in the problematic
regions.

We would like to integrate our high-level idea of
finding similar patches into other patch-based denoisers
(e.g., non-local means [2]) as future work. Also, we want to
extend our framework into a more general one that supports
various noise types (e.g., correlated noise). In addition, more
robust identification of similar patches using neural networks
can be investigated.

VI. CONCLUSION
We have presented a simple extension to the state-of-
the-art denoiser, BM3D, to improve its denoising quality for
multi-view denoising by finding enough numbers of simi-
lar patches across multi-view images. We employ a well-
known embedding technique (i.e., FastMap) that reduces the
dimensionality of patches into a computationally tractable
one (e.g., three) while taking the original patch distance of
BM3D into account. It allows us to find similar patches
effectively using a hierarchical structure (e.g., kd-trees) that

maintains low-dimensional points (i.e., embedded patches).
Our idea is simple and does not alter the main algorithm of
the BM3D (including its parameters). We have demonstrated
that our simple modification can improve the denoising qual-
ity of BM3D, especially in difficult image regions where
similar patches cannot be collected within a small search
window.
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