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Abstract
Crop image segmentation is widely used for the analysis of crops. A wide variety of crops
are present in the agriculture field, which varies in intensity and complex backgrounds.
The thresholding method based on entropy is quite popular for the segmentation of an
image. Among all, minimum cross entropy has been widely used. However, the
complexity of computation increases when it is used for multilevel thresholding (MLT).
Recursive minimum cross entropy is used to resolve the complexity of computation, and
cuckoo search (CS) using Levy flight is used to find the optimal threshold for this
objective function. Because real‐time applications require less processing time while
maintaining high performance, which is validated by the CS algorithm using recursive
minimum cross entropy (R‐MCE‐CS) without constraint. The proposed method uses one
constraint based on the structural similarity index (SSIM), which leads to an increment in
the accuracy for a higher level of thresholding. The accuracy of the proposed method has
been tested over 10 crop images with complex backgrounds and high dimensions of
colour intensity space. The outcome of the proposed technique has been compared with
five algorithms such as wind‐driven optimisation (WDO), bacterial foraging optimisation
(BFO), differential evolution (DE), artificial bee colony (ABC), and firefly algorithm
(FFA). The result shows that the proposed method gives the most promising result, and
the accuracy is also improved.

1 | INTRODUCTION

Image Segmentation is a preprocessing step in computer vision
technology. The goal of image segmentation is to partition an
image into different sections based on its pixel value, colour,
and texture to extract meaningful information [1]. A wide va-
riety of crops are present in the agriculture field, which is
characterised by irregular spreading in intensity, ambiguity in
the background, and weak local pixel correlation which makes
it difficult to segment [2–5].

Generally, image processing improves the visual quality of
an image. It extracts meaningful data for a variety of applica-
tions such as pattern recognition, computer vision, and agri-
cultural applications [6–8]. Mostly, the symptoms of crop
disease are visible on the leaf, stem, and fruits. Hence, the

disease can be identified by the colour changes on leaves,
stems, and fruits [7, 9–11]. The healthy one is identified by
changing colour while a drastic change in colour shows an
unhealthy one. Primarily, these issues were resolved by
agronomists, but with the advent of technology, farmers are
able to get predictions about their products in many ways, such
as the condition of crop health in advance, ripeness status of
fruits or vegetables, and diseases related to crops etc.

In the literature, several approaches for image segmenta-
tion have been used [11–15]. Among all, thresholding plays a
key role. The thresholding method is divided into two parts: (a)
bi‐level and (b) multilevel. The bi‐level thresholding separates
the image into foreground and background in such a way that
the separated region would be homogeneous based on texture,
edge, and histogram, whereas, an image can be grouped into
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more than two homogenous parts in case of multilevel
thresholding (MLT). This is being executed using some criteria,
such as minimum entropy, variance minimisation or variance
minimisation, etc. for separation of an image. The 2‐level
thresholding consists of one valley between two peaks,
whereas several peaks and valleys are found in MLT [16]. The
MLT approach is more complex but the significance is
increasing by the day [17, 18]. It also improves the short-
comings of bi‐level thresholding methods [3, 16].

Numerous techniques for segmenting colour images have
been proposed [3, 19–21]. Otsu et al. [22] have proposed a
method to partition the greyscale image. Ben et al. [23] have
proposed a fuzzy C‐mean segmentation technique for colour
images. Nandhini et al. have proposed a method to diagnose
the disease on the leaves [24]. However, researchers have
received kind attention towards entropy‐based thresholding
[25–27]. Pare et al. [28] have proposed the technique for
MLT of colour images using modified fuzzy entropy (MFE).
Bhandari et al. have proposed the MLT of colour images as
well as satellite images using Tsallis entropy and Kapur en-
tropy [29]. Tsalli's entropy [30], Reyni entropy [8], Massi en-
tropy [31], Shannon entropy [32], and cross entropy [33] are
types of entropies that can be used to separate the fore-
ground (region of interest) and background of an image.
Among all, the minimum cross entropy (MCE) technique is
widely used because of its simpler formulation to solve MLT
segmentation tasks. It is expressed as a distance in informa-
tion theory between two probability distributions on the same
set. This technique was proposed by Kullback. The optimal
value of threshold is found by minimising the cross entropy
between the segmented and the original image [33]. The
recursive programming reduces the complexity of computa-
tion, but as the thresholding level increases, the complexity of
computation increases [34]. However, it is a proficient tech-
nique for bi‐level thresholding. Therefore, a metaheuristic
algorithm has been merged with the fitness function (objec-
tive function) to increase the computational speed and per-
formance of MLT.

Several optimisation algorithms have been proposed for
MLT according to the applications [35, 36]. It is popularly used
in image segmentation, but naturally inspired algorithms such
as differential evolution (DE) [37], artificial bee colony (ABC)
[36], bacterial foraging optimisation [38], wind‐driven optimi-
sation (WDO) [39], particle swarm optimisation (PSO) [40],
firefly algorithm [41] and cuckoo search (CS) algorithm [42]
provide a better result in terms of accuracy and speed of
convergence. Yang and Deb [42] developed the CS algorithm, a
recent nature‐inspired metaheuristic algorithm. Furthermore,
instead of simple isotropic random walks, this algorithm uti-
lises the Levy approach, which has better global and local
search capability. Mantegna and McCulloch's algorithm is also
used by researchers to generate the Levy flight [43, 44]. In
addition, the number of tuned parameters in the CS algorithm
is very less. As a result, it may be more appropriate for a
broader range of optimisation methods. Recent research shows
that the CS algorithm outperforms PSO and other genetic
algorithms [42]. Recently, Chaturvedi et al. [45] have proposed

multilevel segmentation of different kinds of fruit images using
a modified firefly algorithm.

In this paper, we refer to the technique for MLT of crop
images as cuckoo search (CS) via Lévy flight and recursive
minimum cross entropy. This technique efficiently searches the
optimum threshold value and reduces the complexity of
computation. The proposed method uses one constraint based
on the SSIM, which leads to an increment in the accuracy for a
higher thresholding level. The proposed method has been
compared to pre‐existing algorithms such as BFO, ABC,
WDO, DE, and FFA. The result shows an improvement in
accuracy for a higher thresholding level. The rest of the paper
is structured as follows: Section 2 introduces the preliminaries
along with the mathematical formulation. The review of the CS
algorithm is discussed in Section 3. The proposed method has
been described in Section 4. Simulation results and compari-
sons with other segmentation algorithms have been provided
in Section 5. Finally, the paper is concluded in Section 6.

2 | PRELIMINARIES

2.1 | Thresholding technique

Thresholding is the basic step for the segmentation of an
image. It sets all the pixels above a certain threshold to one and
below to zero. Thresholding is categorised into two parts: bi‐
level and multilevel. In bi‐level thresholding, the image can
be divided into two parts [34]. Whereas, MLT divides an image
into more than two classes (foreground and background).
Suppose a greyscale image I of size M �N is represented
with a grey level L (0–255). The MLT finds more than two grey
levels to differentiate foreground from the background. The
process is executed three times for colour images where each
R;G;B channel is taken separately. Numerous techniques have
been implemented to find the threshold value globally [18, 30,
46, 47]. The output image is developed according to the
multiple threshold values using Equation (1):

C0 ¼ fIðx; yÞ ∈ Xj0 ≤ Iðx; yÞ ≤ th1 − 1g
C1 ¼ fIðx; yÞ ∈ Xjth1 ≤ Iðx; yÞ ≤ th2 − 1g
Ci ¼ fIðx; yÞ ∈ Xjthi ≤ Iðx; yÞ ≤ thiþ1 − 1g
Ck ¼ fIðx; yÞ ∈ Xjthk ≤ Iðx; yÞ ≤ L − 1g;

ð1Þ

In Equation (1), C0;C1;…;Ck represents the class sepa-
rated by a pixel having a threshold value th1; th2;…; thk . Iðx; yÞ
denotes the pixel intensity of an image related to coordinates x
and y . X is the processed image and k is the number of
thresholds for which the image has to be partitioned.

2.2 | Structural similarity index

The structural similarity index is used to measure the structural
similitude and the structure is compared with the original test
image [48].
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SSIMðIorgnl; ISegmtÞ

¼

�
2μIorgnlμISegmt

þ C1

��
2σIorgnl;ISegmt þ C2

�

�
μ2Iorgnl þ μ

2
ISegmt
þ C1

��
σ2
I þ σ2

ISegmt
þ C2

� ð2Þ

In Equation (2), μIorgnl and μIsegmt
show the mean of the

original and segmented image. σIorgnl and σIsegmt represent the
standard deviation of the original image and segmented
(outcome) image. σIorgnl;Isegmt is the covariance of the original
image and segmented image. The term C1, C2 , is set to be 0.6
in our experiment. SSIM is defined for RGB images as

SSIM ¼
X

c
SSIM

�
Icorgnl; I

c
segmt

�
ð3Þ

In Equation (3), c ¼ 1 is used for greyscale images, while
c ¼ 1; 2 and 3 are used for RGB images.

2.3 | Multilevel minimum cross entropy

Among various methods of thresholding [1, 3, 16, 22, 49, 50],
MCE has been quite popular and is used to select the optimal
threshold. It reduces the cross entropy between the segmented
and the original test image.

2.4 | Cross entropy

The term cross entropy refers to the relationship between two
probability distribution functions A¼ fa1; a2; :::; aNg and
B¼ fb1; b2; :::; bNg and is expressed as

DðA;BÞ ¼
XN

i¼1

Aci log
Aci
Bci

; c¼
(

1; 2; 3forRGBimage
1forGrayimage ð4Þ

Ith ¼
�

μcð1; thÞIðx; yÞ < th
μcðth;Lþ 1ÞIðx; yÞ > th

ð5Þ

In Equation (5), the original image, histogram, and
threshold value computed by integrating three colour com-
ponents of the cropped image to retain the colour information
are represented by Iðx; yÞ, hcðiÞ; and th, respectively, and

μcðr; sÞ ¼
Ps−1

i¼r
ihcðiÞ=

Ps−1

i¼r
hcðiÞ respectively. The cross entropy is

calculated as

DðthÞ ¼
Xth−1

i¼1

ihcðiÞlog
�

i
μcð1; tÞ

�

þ
XL

i¼th

ihcðiÞlog
�

i
μcðth;Lþ 1Þ

� ð6Þ

After minimising the cross entropy in Equation (6), the
optimal threshold is evaluated as

t∗ ¼ argmint DðtÞ ð7Þ

The computational complexity for n level thresholding is
OðnLnþ1Þ. The computational cost increases when it is pro-
longed for MLT.

3 | CUCKOO SEARCH ALGORITHM
AND LÉVY FLIGHT

Yang and Deb [42] developed the CS algorithm, a recent
nature‐inspired metaheuristic algorithm The cuckoo is a
fascinating bird, not only because it creates decent sound but
also because of its aggressive nature of reproduction [51]. The
CS is based on some cuckoo species' brood parasitism. Some
cuckoo species, namely the ani and guira, put their eggs in
communal nests, but they may discard the eggs of others to
increase the hatching probability of eggs produced. Generally,
CS is used to resolve the structural optimisation issue. There
are three basic types of brood parasitism: cooperative
breeding, intraspecific brood parasitism, and nest takeover,
which simply describe the standard CS. The intruding cuckoos
may cause direct conflict with some host birds. Every cuckoo
lays one egg at a time and throws it out into the nest in a
random way. Some eggs look like the host bird's egg (high‐
quality egg or solution), which will be handed over to the next
generation. The number of host birds is limited. The detected
egg is killed, or the host bird discards the nest with a proba-
bility Pa that lies between zero and one. The CS algorithm
employs a well‐balanced combination of local and global
explorative random walks, which is governed by
paðcontrol parameterÞ [42]. Equation (8) simply describes the
local random walk:

F I GURE 1 Pseudo‐codes of the cuckoo search (CS) algorithm

632 - KUMAR ET AL.
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xiðtþ 1Þ ¼ xiðtÞ þ αs⊕H
�
pa − ε

�
⊕
�
xjðtÞ − xkðtÞ

�
ð8Þ

In Equation (8), xjðtÞ and xkðtÞ are two distinct solutions
chosen at random by permutation, H(u) represents a Heaviside
function, s denotes the step size, and ε is a random number

taken from the uniform distribution. Using Levy flights, the
global random walk is achieved [34].

xiðtþ 1Þ ¼ xiðtÞ þ α ⊕ LévyðλÞ ð9Þ

F I GURE 2 Flowchart of the proposed method
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In Equation (9), αðα > 1Þ denotes the step size, α¼ 1 is
taken in our case and ⊕ is the entry‐wise multiplication
process. Equation (9) shows the stochastic illustration of a

random walk. A stochastic process is a Markov chain in which
the next position is determined solely by the current location
and the transition probability. Moreover, far‐field

F I GURE 3 Original crop images and their histogram of each colour component
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randomisation should generate a significant portion of the new
solutions, and their locations should be sufficiently distant
from the current best solution to ensure that the system does
not become stuck in a local optimum. [51, 52]. It is a proficient
technique to explore more search areas, which have infinite
mean and variance. The Lévy distribution is given as follows:

LévyðλÞ � t−λ; 1 < λ ≤ 3 ð10Þ

A variety of nature‐inspired metaheuristic algorithms have
been used for multilevel thresholding. However, the benefits
[26, 42, 51] of using the CS algorithm are as follows:

(a) It is a population‐based algorithm. Although the entry‐
wise product is alike to particle swarm optimisation, a
random walk via Lévy flight is more proficient in exploring
the search space due to its longer step length in the long
and tedious execution.

(b) The parameter is much lower than in PSO, GA, and ABC.
As a result, it would be more appropriate for a broader
range of optimisation algorithms.

The pseudo‐code of the CS algorithm has been presented
in Figure 1.

4 | PROPOSED METHOD

In the agriculture world, a wide variety of crops are present in
the vicinity and they are varying in intensity with complex
backgrounds [2–5]. Hence, MLT is required for the effective
and more accurate segmentation of crop images. The mini-
mum cross entropy (MCE) approach is a notable technique for
MLT of an image, and the complexity of computation is
O
�
nLnþ1

�
. Therefore, to reduce the complexity of formulation

and increase the accuracy of the segmented image, R‐MCE is
utilised.

F I GURE 4 Segmented image of crop images (a) and (b) for level 16 based on the proposed technique and other algorithms for levels 2, 5, 8, and 16
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4.1 | Recursive minimum cross entropy

Recursive minimum cross entropy (R‐MCE) is a modified
version of MCE. The computational effort of computing gets
reduced using recursive programming and it becomes OðnLnÞ
[49]. It is a straightforward and more accurate method to find
the threshold value but it is still a challenging task for MLT.
This approach increases the accuracy of the segmented image
by minimising the cross entropy between the original and
segmented image. The simplified MCE [34, 49] is written in
Equation (6) as

DðthÞ ¼ −
XL

i¼1
ihcðiÞlogðiÞ −

Xth−1

i¼1
ihcðiÞlog μð1; thÞ

−
XL

i¼th

ihcðiÞlog μðth; Lþ 1ÞÞ

ð11Þ

In Equation (11), the first term is constant, so the R‐MCE
is rewritten as

ηðthÞ ¼ −
Xth−1

i¼1
ihcðiÞlog μð1; thÞ

−
XL

i¼th

ihcðiÞlogðμðth;Lþ 1ÞÞ

¼ −

 
Xth−1

i¼1
ihcðiÞ

!

log

0

B
B
B
@

Pth−1

i¼1
ihcðiÞ

Pth−1

i¼1
hcðiÞ

1

C
C
C
A

−

 
XL

i¼th

ihcðiÞ

!

log

0

B
B
B
@

PL

i¼th
ihcðiÞ

PL

i¼th
hcðiÞ

1

C
C
C
A

ð12Þ

F I GURE 5 Segmented image of crop images (c) and (d) for level 16 based on the proposed technique and other algorithms for levels 2, 5, 8, and 16
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¼ −mc1ð1; thÞlog
�
mc1ð1; thÞ
mc0ð1; thÞ

�

−mc1ðth;Lþ 1Þlog
�
mc1ðth;Lþ 1Þ
mc0ðth;Lþ 1Þ

� ð13Þ

In Equation (13), mc0 and mc1 signify the zero and first
moment for the histogram of an image. Suppose a crop image I
containing L grey‐level, N pixel, and k thresholds th1; th2;…;

thk is observed for partitioning the original crop image into
kþ 1 classes. th0 ¼ 0 and thkþ1 ¼ L have been carefully chosen,
and th1 < th2<;…; thk < thkþ1 to epitomise it in the best way.
The objective function is expressed in Equation (13) as

fMCE

�

th1c ; th
2
c ; :::::::; th

c
k

�

¼mc1� thi−1; thi
�
log
�
mc1ðthi−1; thiÞ
mc0ðthi−1; thiÞ

�

ð14Þ

After minimising Equation (14), the best threshold value
can be obtained as

�
t∗1 ; t

∗
2 ; :::; t

∗
k−1

�
¼ argmin

�
fMCE

�
thc1; th

c
2; :::; th

c
k
��

ð15Þ

It is professed that t∗1 < t∗2 < t∗k−1 < L − 1. The greyscale
image has a single channel, whereas the colour image has three
channels (red, green and blue). The method conferred in
Equation (14) is executed three times separately to segment
colour crop images. As a result, the segmented image formed by
this method is more accurate, but still, it is beneficial for bi‐level
thresholding. When a mathematical formulation is extended for
MLT, each threshold level adds constraint, multimodality, and
complexity. Therefore, the objective function is combined with
the CS algorithm with Lévy flight to increase the accuracy. This
technique can improve the accuracy of segmented images for
lower levels as well as the higher level of thresholding. But we
aim to improve the accuracy of the segmented image so that it
will help the farmer or agriculture industry.

In this paper, recursive minimum cross entropy (R‐MCE)
and CS algorithm have been combined to choose the optimal
threshold value. It minimises the cross entropy between the
object of interest and background. The R‐MCE‐CS technique
has been compared with five other metaheuristic algorithms
such as WDO, BFO, DE, ABC, and FFA to confirm the
accuracy. Secondly, one constraint has been applied in the
algorithm section on the SSIM presented in the flowchart of
the proposed methodology as shown in Figure 2 for

F I GURE 6 Segmented image of crop images (e) and (f) for level 16 based on the proposed technique and other algorithms for levels 2, 5, 8, and 16
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improvement in accuracy. The structural similarity index is a
unit of measurement for calculating the similarity between the
original and the outcome image. Once the MLT is accom-
plished on the original images, by using the proposed method
with constraint, SSIM provides an idea about the fidelity of
the segmented images.

A higher SSIM value indicates better segmentation. This
technique is based on error minimisation. The error tends
towards zero, or the value of SSIM equal to unity shows a
better segmentation. The simulation has been performed on
10 different complex background crop images with a high
dimension of colour intensity space. This technique im-
proves fidelity parameters such as mean square error
(MSE), peak signal‐to‐noise ratio (PSNR), feature similarity
index (FSIM), and structural similarity index (SSIM). This
approach provides a better‐segmented image, which leads
to an improvement in the accuracy for a higher thresh-
olding level. It added extra benefits in terms of fidelity
parameters.

The novelty of this paper is as follows: (a) CS algorithm
via Lévy flight has been applied to implement the R‐MCE
based MLT for crop images, (b) to confirm the accuracy
of the proposed method, it was compared to five meta-
heuristic algorithms: WDO, BFO, DE, ABC, and FFA, and
(c) one constraint has been applied on the SSIM, which leads
to an improvement in the accuracy for a higher level of
thresholding.

5 | EXPERIMENTAL RESULTS

The result and simulation of the proposed method were
implemented on Window 10, Intel(R) Core (TM) i7‐3770 CPU
with a processor speed of 3.40 GHz and 4 GB RAM. MAT-
LAB 2014a has been used to implement the algorithms.

The original crop images and their R;G; and B histogram
are shown in Figure 3 which show different histogram char-
acteristics and irregular distribution (abruptly altering the value

F I GURE 7 Segmented image of crop images (g) and (h) for level 16 based on the proposed technique and other algorithms for levels 2, 5, 8, and 16
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of pixel) with multiple peaks and valleys. The size of the image
is 2048� 1365 with a bit depth of 24 and is taken from Refs.
[10, 11]. The nature of these images is highly dense. Therefore,
the MLT of such types of crop images is a challenging task.

In this paper, recursive minimum cross entropy (R‐MCE)
and CS algorithm have been combined for MLT of crop im-
ages. This technique (R‐MCE‐CS) finds the optimal threshold
value efficiently by minimising the cross entropy between the
original and segmented image. This technique reduces the
complexity of computation when it is used for MLT, but still, it
is useful for bi‐level thresholding. Hence, the CS algorithm has
been combined with recursive minimum cross entropy (R‐
MCE) that efficiently searches the optimal threshold value and
improves the accuracy. Lévy flight has been used for explora-
tion, which resolves structural optimisation issues. This tech-
nique (R‐MCE‐CS) has been compared with the well‐known
optimisation algorithm shown in Figures 4–8 which show a
better result qualitatively. This proposed method uses one
constraint on the SSIM, which leads to an increment in the

accuracy for a higher thresholding level. The accuracy of the
proposed technique has been evaluated on 10 crop images with
complex backgrounds and different illumination of colour in-
tensity space. The result has been confirmed qualitatively and
quantitively, which is used to demonstrate the utility of the
proposed method.

There are several parameter values used during this
experiment and the best values are selected, as shown in
Table 1. The evaluation parameters such as mean square error
(MSE), peak signal to noise ratio (PSNR), SSIM, and feature
similarity index (FSIM) have been used to investigate the
performance of the proposed algorithm.

5.1 | Performance evaluation

Under this section, some important performance evaluation
parameters such as PSNR, MSE, SSIM, and FSIM have been
used to demonstrate the comparison of the algorithm. The

F I GURE 8 Segmented image of crop images (i) and (j) for level 16 based on the proposed technique and other algorithms for levels 2, 5, 8 and 16
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fidelity parameter confirms the accuracy and quality of the
outcome image, which is defined as follows:

5.1.1 | MSE

The MSE is used to calculate the error between the segmented
image Isegmt and the original image Iorgnl of sizeM � N . A lower
value ofmean square error indicates a good signof segmentation.

MSE¼
1

M � N

XM

i¼1

XN

i¼1

�
Iorgnlði; jÞ −
Isegmtði; jÞ

�2 ð16Þ

5.1.2 | PSNR

The PSNR is an evaluation matrix that is utilised to measure
image quality. A higher value of PSNR indicates a good sign of
segmentation [3, 26].

PSNR ¼ 10 log 10

 
ð255Þ2

MSE

!

ð17Þ

5.1.3 | SSIM

The SSIM is used to measure the structural similitude between
the segmented and the original image. It is defined under
Section 2.2.

5.1.4 | FSIM

The FSIM is used for mapping the feature and utilised for
similarity measurement of the original and outcome image
[3, 26].

FSIM
�
Iorgnl; Isegmt

�
¼

P
X∈ΩPCmðXÞ � SLðXÞP

X∈ΩPCmðXÞ
ð18Þ

In Equation (18), X represents the whole image domain.
SLðXÞ represents the similitude between Iorgnl and Isegmt.
PCm represents the phase consistency of segmented and
original images, respectively. For the RGB image, it is repre-
sented as:

FSIM¼
X

c
FSIM

�
Icorgnl; I

c
segmt

�
ð19Þ

5.2 | Experimental result analysis without
constraint using R‐MCE‐CS

In this experiment, R‐MCE has been used as an objective
function to choose the optimal threshold value by minimising

the cross entropy between the object of interest and back-
ground. The computational effort of computing gets reduced
by using recursive programming for MLT [34, 49], but still, it is

TABLE 1 Parameter's value used in different algorithms

Algorithms Parameter Value

BFO Number of bacterium 25

Chemotactic steps 10

Reproduction steps count 10

No. of eliminations of a dispersal event 10

Depth of attractant 0.1

Elimination and dispersal's probability 0.9

Height of repellent 0.1

Width of repellent 10

Swimming length 10

Width of attractant 0.2

DE Total iterations 300

Population 25

Crossover probability 0.2

Scaling factor 0.5

CS Total nests 25

Scaling factor 1.5

Total iterations 300

Probability of mutation 0.25

ABC Swarm size 25

Maximum trial limit 10

Total iterations 300

Lower bound 1

Upper bound 256

Value of FiðφÞ 0 1

FFA Number of fireflies 25

Light absorption coefficient at the source 1

Size of initial firefly 25

Randomisation parameter 0.5

Maximum iteration number 300

Inertial attractiveness 0.2

WDO Maximum number of iterations 300

Population 25

Gravitational constant 0.2

Coriolis effect coefficient 0.4

Velocity limit 0.2

RT coefficient 3

Constant in update equation 0.4
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TABLE 2 Comparative analysis of different algorithms for PSNR evaluated using recursive MCE

Original
crop images Level

BFO ABC DE WDO FFA
Proposed method
without constraint

Proposed method
with constraint

PSNR PSNR PSNR PSNR PSNR PSNR PSNR

a 2 14.3472 14.5354 13.9598 14.6523 14.3472 14.6523

5 16.9741 18.1799 18.1775 19.1190 16.9741 20.3363

8 20.8690 19.9391 20.7018 21.4699 20.8690 21.4858

16 23.0684 25.2920 23.9259 24.4467 23.0684 26.1163 26.1303

b 2 12.2178 13.6747 13.6756 13.6747 12.2178 13.6756

5 16.8274 19.5844 18.1795 19.6824 16.8274 19.5340

8 21.1836 20.7015 20.5438 23.0824 21.1836 23.0284

16 24.1488 25.1381 28.1840 28.1820 24.1488 29.5889 29.6188

c 2 13.2646 13.6177 13.9093 13.9026 13.2646 13.9598

5 17.4166 17.0724 17.7794 17.5690 17.4166 17.9768

8 20.3569 18.4809 20.4191 20.4142 20.3569 20.7240

16 21.6506 24.0635 24.4954 24.0831 21.6506 25.9795 24.4783

d 2 14.5696 14.8599 14.9456 14.9487 14.5696 14.9456

5 16.7334 19.5759 20.2616 19.9569 16.7334 20.3140

8 22.1653 22.5952 23.0846 22.5712 22.1653 23.1137

16 26.7473 26.3440 27.6233 26.0310 26.7473 27.9514 27.9607

e 2 11.1160 13.5548 13.7988 13.7988 11.1160 13.7988

5 18.0102 18.2476 18.1732 18.1834 18.0102 18.2885

8 20.4656 20.2322 20.1187 20.0307 20.4656 20.4935

16 22.4204 22.4590 24.6069 23.5942 22.4204 25.1854 27.7125

f 2 12.2722 9.8656 12.5906 12.4972 12.2700 12.5906

5 16.7019 17.0767 17.4044 17.2589 16.7000 17.4049

8 18.7795 18.2111 19.9975 20.2085 18.7800 20.3770

16 25.8778 22.3669 26.2449 25.7089 25.8800 27.1341 27.2406

g 2 9.9468 10.6232 10.6840 10.6834 9.9500 10.6840

5 13.5881 14.5911 15.5051 15.115 13.5900 15.5252

8 15.7049 15.0823 17.3423 16.9345 15.7000 17.4296

16 19.9127 20.3954 19.1773 20.7563 19.9100 21.6370 20.7200

h 2 11.2480 12.1751 12.3393 12.3313 11.2500 12.3393

5 15.4563 15.4299 15.2070 15.3843 15.4600 15.5386

8 16.0351 16.6202 17.2697 17.4876 16.0400 17.5081

16 20.0277 19.6512 20.0876 20.4789 20.0300 20.6135 20.6140

i 2 11.7104 11.9109 12.1545 12.1497 11.7100 12.1545

5 15.7333 16.3467 17.1915 17.1928 15.7300 17.4092

8 18.4732 19.3682 20.4508 20.8278 18.4700 20.9081

16 23.8002 27.4860 25.1215 22.2282 23.8000 28.3810 25.4625

j 2 12.5651 13.1764 13.9598 13.8916 12.5700 14.4073

5 18.5735 16.7873 17.9768 17.7376 18.5700 19.1897

8 20.9962 20.2006 20.5131 20.5276 21.1200 21.1640

16 23.3300 22.6674 24.6809 23.1149 23.3300 24.7688 25.3581

Note: Bold values signify the best fidelity parameter obtained

KUMAR ET AL. - 641

 17519683, 2022, 6, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/sil2.12148 by G

w
angju Institute of Science and T

echnology (G
IST

), W
iley O

nline L
ibrary on [05/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



TABLE 3 Comparative analysis of different algorithms for MSE evaluated using recursive MCE

Original
crop images Level

BFO ABC DE WDO FFA
Proposed method
without constraint

Proposed method
with constraint

MSE MSE MSE MSE MSE MSE MSE

a 2 2398.3618 2295.6793 2707.1156 2235.0012 2398.3618 2235.0012

5 1307.4189 995.2618 1032.8773 811.3278 1307.4189 622.7123

8 550.1470 682.1414 636.9763 497.1343 550.1470 495.6559

16 343.8214 202.3548 351.8111 287.5395 343.8214 196.6104 196.2852

b 2 3924.5777 2797.4194 2797.2759 2797.4194 3924.5777 2797.2759

5 1370.0697 729.8936 1032.5462 717.6252 1370.0697 744.3756

8 495.5332 571.0640 661.4929 336.8841 495.5332 338.8331

16 261.0380 202.0480 109.0140 105.1918 261.0380 72.0437 71.7178

c 2 3066.5656 2830.1945 2648.6268 2652.6575 3066.5656 2707.1156

5 1181.4965 1277.4016 1084.3736 1138.1914 1181.4965 1076.2749

8 618.6237 924.7729 618.2236 618.7788 618.6237 635.1739

16 449.5698 256.7563 294.7254 316.9548 449.5698 227.0799 295.1761

d 2 2289.6680 2163.2706 2123.3315 2120.6359 2289.6680 2123.3315

5 1389.5095 720.0121 613.3301 657.9991 1389.5095 606.1295

8 401.5253 358.1143 320.5345 364.6930 401.5253 318.3679

16 142.2422 152.1944 115.2048 170.9247 142.2422 105.7208 105.5670

e 2 5075.6011 2877.1623 2718.3446 2718.3446 5075.6011 2718.3446

5 1029.2688 985.2834 1005.0257 1001.5439 1029.2688 979.1592

8 584.6886 617.2254 660.9374 673.1539 584.6886 611.2078

16 392.1717 375.1120 278.3642 339.2449 392.1717 258.7519 119.9728

f 2 2398.3618 6712.4828 3635.9231 3711.9387 3891.3000 3635.9231

5 1307.4189 1276.5468 1289.9843 1331.9862 1417.1400 1290.116

8 550.1470 998.7953 751.5391 722.1352 942.9300 693.6849

16 343.8214 377.5597 181.6948 220.4210 168.3400 147.8663 142.6493

g 2 3891.30 5747.0567 5663.3194 5664.1283 6749.5100 5663.3194

5 1417.14 2296.5141 2019.1883 2174.8743 2931.7100 2015.3931

8 942.93 2147.3315 1477.2729 1591.2679 1756.6700 1466.3369

16 759.3304 889.3177 1144.5751 859.5986 779.4400 779.0304 918.7797

h 2 6749.51 3942.9108 3799.5820 3806.8248 4890.1300 3799.5820

5 2931.71 1896.2517 2017.8551 1944.9409 1916.1600 1885.0469

8 1756.67 1460.9533 1333.0515 1279.3078 1695.8300 1273.4754

16 759.44 750.8436 648.22960 778.2336 646.2600 765.6803 644.1502

i 2 4890.13 4196.8556 3967.5816 3972.2098 4398.0500 3967.5816

5 1916.16 1521.4086 1307.9511 1307.7845 1779.5400 1249.3665

8 1695.83 836.5998 662.5620 600.3443 994.6300 593.9324

16 646.26 116.5757 247.0123 478.8115 275.0100 95.99040 226.5226

j 2 4398.05 3272.0907 2707.1156 2753.2739 3832.5800 2423.7906

5 1779.54 1382.5433 1076.2749 1128.9107 937.4300 823.4593

8 994.63 681.8859 663.7760 662.4808 517.9500 567.4308

16 275.01 426.3925 288.4238 420.9683 320.0800 304.3134 269.6546

Note: Bold values signify the best fidelity parameter obtained
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useful for bi‐level thresholding. Hence, the CS via Lévy flight
has been combined with recursive minimum cross entropy to
increase the accuracy. This method efficiently searches the
optimal threshold value for MLT. The multilevel segmentation
of crop images has been compared with another five meta-
heuristic optimisation algorithms such as DE, BFO, ABC,
WDO, and FFA. The simulation results show a better visual
result of a segmented image shown in Figures 4–8. The
experimental result has been processed 10 times for each
cropped image to avoid discrepancy.

Tables 2 and 3 illustrate the quantitative results of PSNR
and MSE for different levels of thresholding (2, 5, 8 and 16). A
higher PSNR and lower value of MSE indicate a good sign of
segmentation. The R‐MCE‐CS shows a better value of PSNR
than the other five existing algorithms such as WDO, ABC,
BFO, DE, and FFA. The accuracy of the algorithm is validated
using PSNR and MSE values. The comparative results of
PSNR and MSE have been shown in Figures 9 and 10 for
different levels of thresholding (2, 5, 8, and 16). In Figures 9
and 10 different notation has been used to represent the MLT
of 10 crop images. A2ðlevel ¼ 2Þ; A5ðlevel ¼ 5Þ;A8ðlevel¼
8Þ, and A16ðlevel ¼ 16Þ represent the four thresholding levels
for first crop images, and B2ðlevel ¼ 2Þ, B5ðlevel ¼ 5Þ,
B8ðlevel ¼ 8Þ, and B16ðlevel ¼ 16Þ represent the four thresh-
olding levels for second crop images. Likewise, C to J have
been used for the rest of the eight crop images at a different
level of thresholding. Figures 9 and 10 validate the accuracy of
the algorithm.

Tables 4 and 5 illustrate the SSIM and FSIM values for
different levels of thresholding (2, 5, 8 and 16). The best value of
SSIM and FSIM is selected out of all values. A higher SSIM value
indicates better segmentation. The R‐MCE‐CS shows a better
result of SSIM than the other five existing algorithms such as
WDO, ABC, BFO, DE, and FFA. The comparative results of
SSIM and MSIM have been shown for different levels of
thresholding (2, 5, 8 and 16) in Figures 11 and 12. In Figures 11
and 12, a different notation has been used to represent the MLT
of 10 crop images.A2ðlevel ¼ 2Þ,A5ðlevel ¼ 5Þ,A8ðlevel ¼ 8Þ,
and A16ðlevel ¼ 16Þ represent the four thresholding levels
for first crop images and B2ðlevel ¼ 2Þ, B5ðlevel ¼ 5Þ,
B8ðlevel ¼ 8Þ, and B16ðlevel ¼ 16Þ represent the four thresh-
olding levels for second crop images. Likewise,C to J have been
used for the rest of the eight crop images at a different level
of thresholding. Figures 11 and 12 validate the accuracy of the
segmented image. Because real‐time applications require less
processing time while maintaining high performance. Each
algorithm's time complexity (CPU time) has been assessed
and listed in Table 6. The CPU time required for the CS
algorithm using recursive minimum cross entropy increases as
the number of threshold levels increases, but it is found to be
less than that for other algorithms such as WDO, ABC, BFO,
DE, and FFA. The R‐MCE‐DE and R‐MCE‐CS are com-
parable for a few cases at the lower level of thresholding,
level ¼ 2, as shown in Tables 2–5. A few cases for a lower
level of segmentation, DE algorithm, and WDO give almost
similar results. The R‐MCE‐CS shows better outcome images

than the other five existing algorithms such as BFO, ABC,
WDO DE, and FFA.

5.3 | Experimental result analysis with
constraint on SSIM using R‐MCE‐CS

Under Section 5.2, we have used a CS algorithm via Lévy flight
and combined it with R‐MCE. This technique efficiently
searches the optimal threshold value by minimising the cross
entropy between the original and the outcome image. Lévy
flights have been used due to their good exploration capability.

F I GURE 9 PSNR comparison using recursive MCE for different
algorithms and the proposed method

F I GURE 1 0 MSE comparison using recursive MCE for different
algorithms and the proposed method
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TABLE 4 Comparative analysis of different algorithms for SSIM evaluated using recursive MCE

Original
crop images Level

BFO ABC DE WDO FFA
Proposed method
without constraint

Proposed method
with constraint

SSIM SSIM SSIM SSIM SSIM SSIM SSIM

a 2 0.9219 0.9253 0.9112 0.9274 0.9219 0.9274

5 0.9857 0.9658 0.9634 0.9715 0.9857 0.9780

8 0.9806 0.9754 0.9764 0.9818 0.9806 0.9819

16 0.9877 0.9928 0.9864 0.9889 0.9877 0.9926 0.9926

b 2 0.8829 0.9141 0.9142 0.9141 0.8829 0.9142

5 0.9634 0.9766 0.9634 0.9772 0.9634 0.9762

8 0.9863 0.9811 0.9755 0.9890 0.9863 0.9892

16 0.9917 0.9950 0.9962 0.9965 0.9917 0.9981 0.9981

c 2 0.9102 0.9162 0.9222 0.9221 0.9102 0.9112

5 0.9677 0.9579 0.9643 0.9623 0.9677 0.9618

8 0.9818 0.9683 0.9785 0.9785 0.9818 0.9765

16 0.9869 0.9930 0.9890 0.9882 0.9869 0.9914 0.9890

d 2 0.9347 0.9366 0.9386 0.9386 0.9347 0.9390

5 0.9575 0.9771 0.9820 0.9803 0.9575 0.9825

8 0.9905 0.9889 0.9903 0.9880 0.9905 0.9904

16 0.9966 0.9951 0.9962 0.9939 0.9966 0.9966 0.9966

e 2 0.8619 0.9190 0.9238 0.9238 0.8619 0.9238

5 0.9754 0.9696 0.9681 0.9684 0.9754 0.9691

8 0.9868 0.9821 0.9777 0.9772 0.9868 0.9794

16 0.9883 0.9897 0.9901 0.9877 0.9883 0.9905 0.9961

f 2 0.8936 0.8297 0.8968 0.8947 0.8900 0.8968

5 0.9590 0.9696 0.9585 0.9573 0.9600 0.9585

8 0.9694 0.9727 0.9750 0.9757 0.9700 0.9766

16 0.9951 0.9907 0.9940 0.9924 0.9935 0.9957 0.9953

g 2 0.8050 0.8290 0.8311 0.8311 0.8100 0.8311

5 0.9044 0.9368 0.9325 0.9276 0.9000 0.9325

8 0.9518 0.9405 0.9488 0.9450 0.9500 0.9489

16 0.9747 0.9678 0.9588 0.9689 0.9700 0.9714 0.9964

h 2 0.8614 0.8853 0.8901 0.8900 0.8600 0.8901

5 0.9397 0.9575 0.9352 0.9372 0.9400 0.9391

8 0.9449 0.9646 0.9549 0.9372 0.9400 0.9568

16 0.9820 0.9869 0.9883 0.9724 0.9800 0.9725 0.9725

i 2 0.8669 0.8717 0.8783 0.8783 0.8700 0.8783

5 0.9407 0.9553 0.9570 0.9570 0.9400 0.9587

8 0.9667 0.9706 0.9773 0.9798 0.9700 0.9796

16 0.9916 0.9966 0.9910 0.9826 0.9900 0.9973 0.9918

j 2 0.8806 0.8927 0.9112 0.9097 0.8800 0.9209

5 0.9675 0.9505 0.9618 0.9599 0.9700 0.9715

8 0.9829 0.9753 0.9755 0.9755 0.9800 0.9792

16 0.9888 0.9840 0.9891 0.9838 0.9800 0.9892 0.9896

Note: Bold values signify the best fidelity parameter obtained
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TABLE 5 Comparative analysis of different algorithms for FSIM evaluated using recursive MCE

Original
crop images Level

BFO ABC DE WDO FFA
Proposed method
without constraint

Proposed method
with constraint

FSIM FSIM FSIM FSIM FSIM FSIM FSIM

a 2 0.7185 0.7205 0.7274 0.7217 0.7185 0.7217

5 0.8244 0.8087 0.8011 0.8319 0.8244 0.8536

8 0.8599 0.8496 0.8564 0.8820 0.8599 0.8826

16 0.9013 0.9182 0.9083 0.9239 0.9013 0.9381 0.9390

b 2 0.6614 0.6698 0.6706 0.6698 0.6614 0.6706

5 0.7334 0.7968 0.8011 0.8103 0.7334 0.8123

8 0.7959 0.8266 0.8579 0.8824 0.7959 0.8860

16 0.8710 0.8672 0.9346 0.9455 0.8710 0.9618 0.9610

c 2 0.6977 0.6985 0.7001 0.6999 0.6977 0.7274

5 0.7590 0.7862 0.7893 0.7889 0.7590 0.8003

8 0.8259 0.8185 0.8518 0.8513 0.8259 0.8591

16 0.8505 0.8731 0.9281 0.9209 0.8505 0.9193 0.9279

d 2 0.6875 0.7120 0.7126 0.7130 0.6875 0.7126

5 0.7576 0.8544 0.8639 0.8572 0.7576 0.8639

8 0.8835 0.9072 0.9180 0.9147 0.8835 0.9194

16 0.9422 0.9576 0.9687 0.9525 0.9422 0.9694 0.9698

e 2 0.6415 0.6816 0.6848 0.6848 0.6415 0.6848

5 0.7736 0.8023 0.8103 0.8118 0.7736 0.8120

8 0.8049 0.8297 0.8622 0.8673 0.8049 0.8705

16 0.8570 0.8470 0.9313 0.9273 0.8570 0.9423 0.9566

f 2 0.6424 0.5651 0.6438 0.6429 0.6400 0.6438

5 0.7523 0.7114 0.8025 0.8022 0.7500 0.8030

8 0.8164 0.7795 0.8711 0.8780 0.8200 0.8808

16 0.9080 0.8591 0.9539 0.9508 0.9100 0.9635 0.9636

g 2 0.6137 0.6584 0.6605 0.6607 0.6100 0.6605

5 0.7364 0.6617 0.7776 0.7716 0.7400 0.7824

8 0.7032 0.7342 0.8253 0.8235 0.7000 0.8344

16 0.8756 0.8876 0.8683 0.8871 0.8800 0.9035 0.8567

h 2 0.6813 0.6985 0.7019 0.7019 0.6800 0.7019

5 0.7599 0.7517 0.7589 0.7632 0.7600 0.7643

8 0.7655 0.7524 0.8009 0.7632 0.7700 0.8072

16 0.8283 0.8272 0.8302 0.8572 0.8300 0.8632 0.8642

i 2 0.6898 0.6900 0.6910 0.6913 0.6900 0.6910

5 0.7722 0.7649 0.8115 0.8095 0.7700 0.8136

8 0.8119 0.8522 0.8644 0.8666 0.8100 0.8718

16 0.8894 0.9362 0.9293 0.8999 0.8900 0.9479 0.9319

j 2 0.6973 0.7090 0.7274 0.7270 0.7000 0.7277

5 0.7956 0.7947 0.8003 0.7972 0.8000 0.8098

8 0.8250 0.8402 0.8583 0.8583 0.8300 0.8614

16 0.8704 0.8818 0.9057 0.9015 0.8700 0.9211 0.9245

Note: Bold values signify the best fidelity parameter obtained
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But we aim to improve the accuracy of the segmented image.
Hence, one constraint has been applied to SSIM described in the
flow chart of the proposed method, which leads to an increment
in the accuracy for a higher thresholding level. This simulation
has been evaluated on 10 different complex background crop
images with a high dimension of colour intensity space.

Tables 2 and 3 illustrate the quantitative results of PSNR
and MSE for higher levels of thresholding (level = 16). A
higher PSNR and lower value of MSE indicate a good sign of
segmentation. The simulation result evidences that the pro-
posed technique shows a better value of PSNR and MSE for
seven crop images out of 10. The comparative results of PSNR
and MSE have been shown in Figures 9 and 10, which validate
the accuracy of the algorithms. The notation for Figures 9–12
has been described under Section 5.2 to denote the different
level thresholding of 10 crop images.

Tables 4 and 5 illustrate the quantitative results of SSIM
and FSIM values for higher levels of thresholding (level = 16).
The best result of SSIM and FSIM have been selected. A
higher value of SSIM (tends towards 1) indicates the better
accuracy of the segmented image. The simulation result evi-
dences that the proposed technique using constraint on SSIM
shows improvement in accuracy. The comparative results of
SSIM and FSIM have been depicted in Figures 11 and 12,
which validate the high quality of the outcome image. The time
complexity is depicted in Table 6. In comparison to R‐MCE‐
CS discussed under Section 5.2, it gives a comparable perfor-
mance in terms of CPU time for a higher thresholding level.
However, the accuracy of the segmented image has been
improved in terms of fidelity parameters.

6 | CONCLUSION

In this paper, the R‐MCE technique has been applied for
multilevel thresholding (MLT) of crop images. The R‐MCE
technique is not sufficient to choose optimal threshold
values efficiently. Therefore, the CS algorithm with Lévy
flights has been incorporated with R‐MCE to increase the
accuracy. Lévy flights have good exploration capability due to
random walks. The simulation results evidence that the
proposed technique without constraint (R‐MCE‐CS) pro-
duces an improvement in accuracy than the existing algo-
rithms in terms of MSE, PSNR, SSIM, and FSIM, at various
levels of thresholding. Because real‐time applications require
less processing time while maintaining high performance,
which is validated by the CS algorithm using recursive min-
imum cross entropy (R‐MCE‐CS) without constraint. Sec-
ondly, in the proposed method, one constraint has been
applied to the SSIM, which leads to an improvement in the
accuracy for a higher level of thresholding. This leads to an
extra benefit in terms of fidelity parameters. The improve-
ment in accuracy is the major strength of the proposed
method. This technique takes almost equal or little more
when it is applied for a lower level of thresholding. The
quantitative and qualitative results show that the proposed

technique produces a high quality of segmented images across
10 different complex background crop images and a high
dimension of colour intensity space. The objective of this
paper is not to create an MLT algorithm that can beat all
currently known techniques but to highlight the histogram‐
based MLT, which can be a worthwhile option for crop
image segmentation. As a promising result of the proposed
method, it can be used in other applications of image pro-
cessing, such as image enhancement and image classification,
etc. Furthermore, this technique can be applied in the seg-
mentation of medical images for diagnosis purposes. In
future, the implementation of R‐MCE‐CS with an energy
curve can be used for MLT of crop images.

F I GURE 1 1 SSIM comparison using recursive MCE for different
algorithms and the proposed method

F I GURE 1 2 FSIM comparison using recursive MCE for different
algorithms and the proposed method
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TABLE 6 Comparative analysis of different algorithms for CPU time evaluated using recursive MCE

Original
crop images Level

BFO ABC DE WDO FFA
Proposed method
without constraint

Proposed method
with constraint

CPU time CPU time CPU time CPU time CPU time CPU time CPU time

a 2 19.1859 11.5038 10.5137 11.3968 10.1746 9.5832

5 23.2861 12.2856 11.1479 11.7284 10.9299 9.9594

8 27.4088 12.8587 11.4414 12.4232 11.5618 10.3330

16 33.3387 14.6579 11.6389 14.9520 12.3744 11.5529 12.9416

b 2 19.0018 11.6568 10.3321 11.3400 11.3350 9.5754

5 21.9509 12.4851 10.9205 11.7082 11.7737 9.8715

8 26.4872 12.9456 11.1672 12.6602 12.3282 10.1799

16 36.1283 13.9491 11.0005 14.7748 15.5389 10.3583 11.4617

c 2 19.2191 11.9798 10.4952 11.8525 11.4927 9.5666

5 24.3863 12.4906 11.0433 12.6238 11.7472 9.9218

8 26.9612 12.6179 11.5259 12.8077 12.1094 10.4705

16 34.9549 13.6228 12.2592 15.4794 12.2768 10.9504 11.0966

d 2 18.9379 11.8854 10.5757 11.9139 11.3855 9.5200

5 23.7553 12.4610 10.9976 12.5438 11.6661 9.9542

8 26.0843 12.9181 11.5408 12.8928 12.3662 10.5316

16 36.8517 14.0961 12.4863 15.9679 12.8265 11.5401 12.2395

e 2 19.5287 11.8606 10.6282 11.9301 11.2169 9.8547

5 23.3897 12.0092 10.7940 11.6452 11.2875 10.0852

8 26.1949 12.2812 10.9104 12.5672 11.8618 10.3477

16 32.0195 13.6231 12.2277 16.2015 12.0573 11.1136 12.1687

f 2 19.5355 11.8184 10.5845 11.6884 10.9786 9.4923

5 25.1727 12.4871 10.6857 13.0995 11.9194 9.7610

8 26.7503 12.9536 10.7154 13.5993 12.0292 10.5230

16 33.2339 13.3025 11.5290 14.1378 12.9819 10.7021 10.8528

g 2 19.6200 11.7775 10.5025 11.7867 11.2110 9.4924

5 24.1866 12.4000 11.1989 12.3047 11.8070 9.9974

8 26.8006 12.7452 11.4920 12.6960 12.3203 10.4285

16 38.8058 14.6649 12.9957 15.9358 13.4858 11.7235 12.7979

h 2 20.9287 12.3799 11.4169 12.5308 10.1372 9.1450

5 25.0666 13.2012 11.7629 14.0388 12.0697 10.5840

8 30.3928 13.5651 12.0263 14.0549 12.3089 11.3694

16 41.7574 15.8473 12.3041 18.0159 13.2466 11.7779 12.7404

i 2 20.2318 11.8702 10.6801 11.7547 11.4742 9.9461

5 24.9627 12.4999 11.2383 12.4081 11.7646 10.3987

8 25.6735 13.0836 11.4911 12.7719 12.0080 10.6796

16 36.2555 13.9486 13.3326 16.2574 13.1755 12.9332 13.3170

j 2 20.5287 11.7511 10.4974 11.6033 10.9931 10.0149

5 22.4561 12.4646 10.9094 12.1175 11.3008 10.1045

8 24.1357 12.9002 11.3933 12.3973 11.9898 10.6781

16 32.7706 13.8051 12.8666 15.5389 12.8054 11.1921 15.8903

Note: Bold values signify the best fidelity parameter obtained
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