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ABSTRACT Feature selection techniques in prediction play a role in manufacturing industries of late.
However, it is very challenging to achieve an optimal subset of features as well as interpretable relationship
among features due to computation complexity and variable diversity. In order to address those difficulties,
this paper presents a novel evolutionary approach for feature selection algorithm to improve the effectiveness
of existing meta-heuristic approaches. In other words, their optimal combinations with minimal difference
between prediction and actual values can be achieved by applying an estimation of distribution algorithms
(i.e., extended compact genetic algorithm) on the collected candidate feature sets. The approach discovers
a less complicated and more closely related probabilistic-model structure on population space in each
generation, thereby encouraging the comprehension power of feature selection results. We tested our method
on six real-world data sets from manufacturing industries (open to the public). It demonstrated that higher
interpretability on features selection results is achieved in comparison with well-known methods.

INDEX TERMS Evolutionary-based approach, feature selection, extended compact genetic algorithm,
manufacturing industries.

I. INTRODUCTION
In the case of real manufacturing problems, it is a very
complex and important task to detect process abnormalities
in advance through real-time processing of large amounts
of data collected from the manufacturing environment [1],
[3], [4], [5], [6]. Those data sets being processed in this way
consist of several properties and features. Typically, a series
of processes to obtain useful information is performed by
utilizing all features defined in the given data set; however,
in some features, the target lacks relevance and the perfor-
mance may be degraded in modeling for obtaining useful
information due to duplication [1]. To applymachine learning
techniques into real-time large-scale data collected in the
manufacturing industry, selecting key features is a significant

The associate editor coordinating the review of this manuscript and

approving it for publication was Li Zhang .

task, though it is one of the most difficult tasks [1], [5] [7].
In the given data, if a total of n features is included, a total
of 2n subsets should be possible, and the best subset must be
selected. Here, if n is a large number, it will become difficult
to do a performance evaluation in this problem. To effectively
resolve these problems, a variety of methodologies has been
proposed [1]. Firstly, conventional searching algorithms (i.e.,
exhaustive search, greedy search, and random search) are
applied into feature selections for finding the best subset.
In the case of this method, it is quite complicated to search
for optimal features due to early convergence, enormous com-
plexity, and high computational cost. To overcome this issue,
other feature selection methods on meta-heuristic algorithms
have been recently proposed since they are the most efficient
and effective technique and allows you to detect the relevant
subset of features and to maintain model accuracy at the same
time [1], [3], [5], [7], [8]. In this study, we describe a novel
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interpretable feature selection method by using a well-known
linkage learning in genetic algorithm (i.e., extended compact
genetic algorithm: ECGA).

II. LITERATURE SURVEY
A. FEATURE SELECTION
It aims to efficiently remove inappropriate, irrelevant,
or unnecessary features-in other words optimal features are
extracted from a given dataset. However, it is one of the
most important and difficult problems as employing machine
learning techniques to large-scale data collected as real-world
applications such as bioinformatics for finding the best gene
in a candidate gene and text mining for finding the best term
word or phrase [1], [5], [7].

Mathematically, the statement of feature selection can be
specified in following way. Suppose a given dataset consists
of d features such as. Then the process of this selection
problem is to extract the optimal subset of features composed
of n number of features where n < d . To extract the best
features combinations, several feature selectionmethods have
followingway been developing as classifying three categories
(i.e., filter, wrapper, and embedded methods). Firstly, the
filter method independently operates the learning or classifi-
cation algorithm - in other words it is totally dependent on the
given data [1]. Next, the wrapper technique always includes
machine learning algorithms and extracts the optimal subset
of features through interaction [1], [9]. This technique pro-
vides more accurate results than the filter method, though it is
much more computationally expensive than the filter method.
Lastly, the embedded method mixes filter and wrapper meth-
ods. This study proposes a new wrapper method on meta-
heuristic of estimation of distribution algorithms (EDA); that
is, extended compact genetic algorithm (ECGA).

B. META-HEURISTIC ALGORITHMS
The aim of meta-heuristic algorithms working based on prob-
ability is to obtain a close optimal solution in each problem
as avoiding local optima by randomly generating a group
of solution candidates with simplicity, flexibility, and the
ability. For achieving the optimum, they play key roles of
exploration and exploitation [1], [3]. In the exploration, its
algorithm thoroughly investigates the promising search space
and utilizes it for local search of the promising regions
found in the exploitation stage. There are several adjusting
applications such as electrical engineering (e.g., power gen-
eration), industrial engineering (e.g., work scheduling), civil
engineering (e.g., design architecture), and telecommunica-
tions engineering (e.g., radar design, networking) [1], [2].
Especially, in black-box models in meta-heuristics, mining
that human can’t understand how variables are being com-
bined to find optimum because they are directly established
from data by an algorithm with complicated functions of the
variables [3], [10].

There are two major categories of meta-heuristic algo-
rithms. One type is single solution based meta-heuristic

algorithms initiating the optimization process with one solu-
tion updated during iteration. They may end up stuck in
a local optimal, and you won’t even thoroughly explore
the search space. The other type is multiple solution based
meta-heuristic algorithms initiate the optimization process as
generating a population of solutions updated by iterations.
They are useful for preventing local optimum, as multiple
solutions support each other and navigate the search space
well. They also have qualities that make them a promising
part of the search space, so they are used to solve most real-
world problems (especially, manufacturing industries).

Furthermore, meta-heuristic algorithms are classified with
four categories according to their behaviors: evolution-based,
swarm intelligence-based, physics-based, and human-related
algorithms [1]. The first evolution-based algorithms begin
to randomly generated population of solutions inspired by
Darwin natural evolution. In those algorithms, a new solu-
tion is generated through the two main genetic operators
(i.e., crossover and mutation) for achieving the best solution
through repetition of this process [11], [12]. There are several
state-of-the-art algorithms: genetic algorithm, evolution strat-
egy, genetic programming, tabu search, and differential evo-
lution. The second swarm-intelligence based algorithms were
developed based on social behavior patterns of insects, ani-
mals, and birds as traversing search spaces and best locations.
There are several representative algorithms (i.e., ant colony
optimization that applies pheromone-based commutation of
biological ants, honey bee swarm optimization algorithm that
utilizes bee behavior mechanisms, and monkey optimization
that depicts patterns in a herd of monkeys) [13], [14]. The
third physics-based algorithms such as simulated annealing
and harmony search are affiliated by the principals of physics
in the universe [1]. The last human behavior-based algorithms
are entirely inspired by behavioralism. Everyone has a way of
affecting his or her performance [1].

III. EVOLUTIONARY APPROACH FOR INTERPRETABLE
FEATURE SELECTION ALGORITHM
In general, the-state-of-art meta-heuristic algorithms could
extract the optimal combination of features by designing the
given problems with respect to each characteristic. Despite
this strength, their algorithms are much tougher to perceive
the importance of each feature and to understand how the
different features interact in predictions or classifications [1],
[5], [7]. To effectively resolve this limitation, this paper repre-
sents a new interpretable feature selection method developed
by a linkage learning based evolutionary algorithm that is
extended compact genetic algorithm proposed by Harik. It is
equivalent to linkage learning as selecting of a good prob-
ability distribution measured by quantification using mini-
mum description length (MDL) model [15], [16], [16], [17].
A key concept of this model is that a simple distribution is
better than a complex distribution when all things are equal.
To give rise to an optimal probability distribution, the MDL
restriction disciplines inaccuracy and complexity of models.
Hence, MDL regulation creates the problem of finding a
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FIGURE 1. Procedure of proposed feature selection algorithm.

FIGURE 2. Example of a solution vector.

good distribution as an optimization problem that minimizes
the probability model and population representation [15].
The probability model of ECGA is marginal product models
(MPMs) developed as a product of marginal distributions on
a partition of the genes [16]. Those models permit a direct
linkage map with each partition separating tightly linked
genes [15]. The proposed framework has been effectively
solving interpretable relationships among features with evo-
lutionary approach usingminimum description length (MDL)
model [17]. Next, Figure 1 the proposed algorithm is depicted
in detail.

At the first step, the population is initialized as a candidate
pool made up of the subset of features. Each individual of
population utilizes a binary vector representation considered
to obtain the relevant features [14]. Here, the length of its
vector is set to the number of features in the given problem
and each component of this vector is matched with each
feature. And then, each component of this vector indicates
that ‘1’ means a particular feature in selected and ‘0’ means a
feature not selected in the subset. The example of the solution
vector is depicted as Figure 2, where n is the total number of
features in the given problem. The second stage of evalua-
tion is to determine the ability of an individual to compete
against others. It measures a fitness score appropriate to the
combination of features to everyone which will be selected
for reproduction in the next generation. The third phase of
selection is to choose the fittest individuals and let them pass
their genes to the next generation. Next, the creation of a
new population based on MPM modeling using MDL. The
definition of MPM is defined as a constrained optimization
problem [17],

Minimize Cm + Cp (1)

Subject to 2lbb,i ≤ Np [1,Nbb] (2)

where Cm is the model complexity representing the cost of a
complex model and is given by

Cm = log(Np + 1)
Nbb∑
i=1

(2lbb,i − 1) (3)

andCp is the compressed population complexity representing
the cost of using a simple as against a complex one and is
evaluated as

Cp =

Nbb∑
i=1

2lbb,i∑
j=1

Ni,j log2(
Np
Ni,j

) (4)

Nbb is the number of BBs, lbb,i is the length of BB i ∈

[1,Nbb] and Ni,j is the number of individuals of the current
population which possesses bit-sequence j ∈ [1, 2lbb,i ] for
BB i [16]. The next population created by the optimal MPM
in the following manner of population of size Np(1 − Pc)
where Pc is the crossover probability is filled by the best
individuals in the current population [17]. The rest NpPc
chromosomes are generated by randomly choosing subsets
which are the gene groups identified by the current MPM.
Thanks to the optimal MPM, we can achieve interpretable
feature selection result in the given problem. Algorithm 1
describes an example of the proposed method, where N is the
population size, Si genes is represented the ith subset, and Pk
is the probability of observing outcome k . In Figure 3, we can
find an optimal subset of features [F1,F3][F2][F4] having
the minimum value of combined complexity. In other words,
we can interpret relationship among features that F1 and
F3 are dependent relationship, and F2 and F4 don’t have any
relationship with the others.

Through the upper operation process, the proposed algo-
rithm is able to find the optimal feature set and combination
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TABLE 1. Simulation result of combined cycle power plant data set.

FIGURE 3. Example of MDL modeling.

which is the significant advantage of analyzing the relation-
ship among all features.

IV. EXPERIMENTAL RESULTS
In this section, we compare and analyze the performance of
the proposed evolutionary approach for interpretable feature

selection method with four state-of-the-art metaheuristic-
based feature selection methods in six types of real
manufacturing data sets. For performance evaluation, the
difference between the predicted value and the measured
value is estimated using the root mean squared error (RMSE).
Also, 80% of the total data is used as training data and the
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TABLE 2. Simulation result of CPU data set.

Algorithm 1MinimumDescription Length (MDL) Compute
Model and Population Complexity
1: Np = Size of population
2: L = List of building block lengths
3: Cm = List of building block lengths
LOOP Process

4: for i in number of building blocks do
5: li = length of building block i
6: for j in 2li do
7: Ni,j = chromosomes in current population where j ∈

[1, 2li ]
8: Cp =

∑
Ni,j × log2(

Np
Ni,j

)
9: end for

10: end for
11: MDL = Cm + Cp

remaining 20% of the total data is used as test data to verify
the performance of the proposal and referred feature selection
methods. In addition, by repeating the experiment 50 times
under the same conditions, we intend to secure statistical

confidence in the results by utilizing the mean value, standard
deviation, and quartile of the repeated experiment. At first,
in two types of evolution-based algorithms named FSECGA
and FSGA, the size of a population and the generation are
set to pop_size = 20 × log(Dim) and gen = 1.5 ×
√
pop_size, respectively. In case of FSGA, the crossover and

mutation are fixed by 0.9 and 0.01. Next, in the binary par-
ticle swarm optimization-based feature selection of FSBPSO,
the number of particles is set to 10 × pop_size. Lastly, the
number of particles of binary whale optimization-based fea-
ture selection of FSBOWA and binary gray wolf optimization-
based feature selection of FSBGWO are set to pop_size,
equally. Moreover, to inspect the performance comparisons,
we employ Random Forest (RF), Extreme Gradient Boosting
(XGBoost), Gradient Boosting Machine (GBM) and Light-
GBM that used default values of four supervised algorithms
from the Scikit-learn library. We used PC equipped with
an Intel(R) Core (TM) i7 6700, 340 Hz CPU and 32 GB
RAM. All methods were experimented with codes written in
Python.
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TABLE 3. Simulation result of steel plates faults data set.

A. PREDICTIONS BY REGRESSION
In general, for predicting potential problems in manufactur-
ing industries, seven well-known regressions are utilized as
follows. Firstly, the stepwise linear regression is a method of
linearly modeling the relationship among variables when the
dependent variable is numerical. Secondly, Bayesian linear
regression is an approach to statistical within the context
of Bayesian inference. Particularly, the prior distribution is
assumed then explicit results should be available for the pos-
terior probability distributions of its parameters [4]. Thirdly,
Decision tree builds regression models using a tree structure.
It splits a dataset into groups of subsets while an associated
decision tree is incrementally developed [8]. Fourthly, Ran-
dom Forest (RF) is an algorithm that predicts or classifies
based on the mode after making two or more decision trees.
If only one decision tree is used, the probability of overfit-
ting is high. Efficiently to solve this problem, one randomly
constructs several trees, sees what results each have, and

collects the results of each tree to predict the results. This
technique has high consistency in analysis [4]. Lastly, Gra-
dient boosted machines (GBM) refer to a class of ensemble
machine learning algorithms constructed from decision tree
models for classification or regression problems. GBM is
suitable using a differentiable loss function and a gradient
descent optimization algorithm in the direction of which trees
are added one at a time and correct for the prediction error of
the previous model [8].

B. EXPERIMENTAL RESULTS OF MANUFACTURING DATA
SETS
Big data analysis, especially in the manufacturing industry,
extracts meaningful values from large amounts of structured
or unstructured data sets. For all data sets used in this study,
performance was verified by converting unstructured data
into structured data through various data preprocessing pro-
cesses [18].
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TABLE 4. Simulation result of steel industry energy consumption data set.

1) COMBINED CYCLE POWER PLANT DATA SET
The first data consists of the hourly electrical energy output
(PE) of the combined cycle power plant over the period
2006 - 2011, and the average ambient temperature (AT),
ambient pressure (AP), relative humidity (RH), and evac-
uation vacuum (V) [19]. Table 1, the proposed evolution-
ary approach feature selection with XGBoost showed the
best performance compared to meta-heuristic algorithms;
that is, average is 9.9552 and 95% confidential interval
is (9.6944, 10.216). On the other hand, the original fea-
ture selections without meta-heuristics showed lower per-
formance than others. Here, each result of feature selection
in meta-heuristic approaches is FSECGA = [AT,AP,RH,V],
FSGA = [AT,AP,RH,V], FSBWOA = [AT,AP,RH], and
FSBGWO = [AT,AP,RH], respectively. Especially, the pro-
posed interpretable feature selection algorithm provided opti-
mal feature combination of [AT,AP][RH,V]. Thanks to those
relationships, it could be possible to explain relations between
features in the given problem.

2) CPU PERFORMANCE DATA SET
The data set of CPU performance is composed of total 6 inte-
ger input variables including machine cycle time (MYCT),
minimum main memory (MMIN), maximum main mem-
ory (MMAX), cache memory (CACH), minimum channels
in units (CHMIN), maximum channels in units (CHMAX)
to predict the dependent variable, estimated relative per-
formance (ERP) [20]. In Table 2, four metaheuristics
based warping methods showed the best performance com-
pared to the proposed evolutionary-based approach, while
original methods showed low consistency. For an exam-
ple, all of algorithms selected four features (i.e., MMIN,
MMAX, CACH, CHMAX). Here, it could merely recog-
nize whether features selected or not. To overcome its issue,
the proposed feature selection algorithm found the opti-
mal subset of features based on feature relationship model
like [MYCT][MMAX][CACH][CHMIN][MMIN,CHMAX].
Here, while MMIN and CHMAX are dependent, the others
are independent.
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TABLE 5. Simulation result of productivity prediction of garment employees data set.

3) STEEL PLATES FAULTS DATA SET
The data set divides stainless steel sheet surface defects
into 7 types such as Pastry, Z_Scratch, K_Scatch, Stains,
Dirtiness, Bumps, and Other_Faults [21]. It consists of
27 features describing their geometric shapes and con-
tours such as Min_X (1), Max_X (2), Min_Y (3),
Max_Y (4), Pixels_Areas (5), Perimeter_X (6), Perime-
ter_Y (7), Sum_Luminosity (8), Minimum_Luminosity
(9), Maximum_Luminosity (10), Length_Conveyer (11),
Steel_A300 (12), Steel_A400 (13), Steel_Plate_Thickness
(14), Edges_Index (15), Empty_Index (16), Square_Index
(17), Outside_X_Index (18), Edges_X_Index (19), Edges_
Y_Index (20), Outside_Global_Index (21), LogOfAreas (22),
Log_X_Index (23), Log_Y_Index (24), Orientation_Index
(25), and Luminosity_Index (26). Type. In Table 3, two meta
heuristic based warping methods (i.e., FSBWOA,FSBGWO)
showed little better performances compared to the pro-
posed feature selection algorithm. For one example, all
meta-heuristic approaches could find each subset of features.

Firstly, FSECGA selected 14 features such as [3, 5, 8, 10,
11, 12, 13, 14, 15, 16, 19, 20, 21, 25]. Secondly, FSGA
selected 11 features such as [1, 4, 9, 13, 14, 16, 21, 22,
24, 25, 26]. Thirdly, FSBSPO selected 14 features such as
[2, 3, 4, 5, 6, 8, 10, 11, 12, 15, 17, 18, 19, 23]. Fourthly,
FSBWOA selected 17 features such as [1, 2, 4, 5, 8, 9, 11,
13, 14, 15, 16, 19, 21, 22, 24, 25]. Finally, FSBGWO selected
18 features such as [1, 3, 9, 11, 12, 13, 14, 15, 16, 20,
21, 22, 23, 24, 25, 26]. Here, the proposed algorithm could
achieve the optimal solution based on four kinds of fea-
ture relationship such as [Y_Maximum(4), SteelA300(12)],
[X_Maximum(2), Outside_X_Index(18)], [Steel Plate Thick-
ness(14), Log X index(23)], [Minimum Luminosity(9), Ori-
entation Index(25)]. From those relations, it effectively
described the relationship among features.

4) STEEL INDUSTRY ENERGY CONSUMPTION DATA SET
This data provided by Daewoo Steel in Gwangyang of
South Korea produces several types of coils, steel plates
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TABLE 6. Simulation result of real manufacturing process data set.

and steel plates [22]. Energy usage information by industry
was obtained by collecting daily, monthly, and yearly data.
There are each data feature as follows : Industry Energy
Consumption Continuous(kWh), Lagging Current reactive
power Continuous(kVarh), Leading Current reactive power
Continuous (kVarh), tCO2(CO2) Continuous(ppm), Lagging
Current power factor Continuous(%), Leading Current Power
factor Continuous(%), Number of Seconds from midnight
Continuous(S), Week status Categorical(Weekend or Week-
day), Day of week Categorical(Sunday to Saturday), Load
Type Categorical Light Load, Medium Load, Maximum
Load [21]. Table 4, the proposed evolutionary approach fea-
ture selection with RF showed the best performance com-
pared to meta-heuristic algorithms. For one example, all of
algorithms selected most of features excluding one feature
(i.e., Lagging Current reactive power Continuous). Here, the
proposed approach found one dependent relation of Lead-
ing Current reactive power Continuous and Week status
Categorical.

5) PRODUCTIVITY PREDICTION OF GARMENT EMPLOYEES
DATA SET
The data relates to the apparel industry, a very labor-intensive
industry. For this industry, the production and delivery per-
formance of garment manufacturing company employees is
critical to meeting global demand [23]. The data used in this
study for regression purposes to predict the productivity range
(0-1). The factors of this data are as follows: Date (1), Day of
the Week (2), Quarter (3), Associated department with the
instance (4), Associated team number with the instance (5),
Number of workers in each team (6), Number of changes
in the style of a particular product (7), Targeted produc-
tivity set by the Authority for each team for each day (8),
Standard Minute Value (9), Work in progress (10) including
the number of unfinished items for products, Represents the
amount of overtime by each team in minutes (11), Represents
the amount of financial incentive (in BDT) that enables or
motivates a particular course of action (12), The amount
of time when the production was interrupted due to several
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reasons (13), The number of workers who were idle due to
production interruption l(14). The actual % of productivity
that was delivered by the workers. It ranges from 0-1 [23].
Table 5, the proposed evolutionary approach feature selec-
tion with machine learning based regressions (RF, XBGoost,
GBM, LGB) showed the best performance compared tometa-
heuristic algorithms. For one example, all meta-heuristic
approaches could find each subset of features. Firstly, FSGA,
FSBPSO, FSBWOA, and FSBGWO selected 8 features whose
position number was [1, 4, 5, 6, 7, 10, 11, 12]. However,
the proposed algorithm of FSECGA selected 8 features whose
position number was [2, 5, 6, 7, 8, 9, 10, 11]. Here, the
proposed algorithm could achieve the optimal solution based
on three dependent feature relationships such as [2, 5][6][]
[8, 9][10, 11]. Based on those relations, it effectively
describes the relationship among optimal features.

6) REAL MANUFACTURING PROCESS DATA SET
In general, data collected and utilized in the manufacturing
process consists of various inputs. Thus, it is difficult to intu-
itively analyze the relationship between variables. Effectively
to solve this problem, a preliminary analysis is performed
on collected data based on the domain knowledge of the
manufacturing process, but it is still almost impossible to
analyze the relationship between factors. Also, classification
and prediction analysis were not so different that the results
were barely available for interpretation on the relationship
between factors. The main difficulty is that it is implau-
sible to derive an accurate result through classification or
prediction based on the performed analysis. This section
attempts to verify the performance of the algorithm by using
20 process factors and quality result data collected from a
specific manufacturing company. Detailed explanations on
the data, however, are excluded due to security issues in
the manufacturing process of the company that provided
the data. Table 6, the proposed evolutionary approach fea-
ture selection with machine learning based regressions (RF,
XGBoost, GBM, LGB) showed the best performance com-
pared to meta-heuristic algorithms. Firstly, FSECGA, FSGA,
FSBPSO, and FSBGWO selected 9 features whose position
number was [4, 5, 7, 8, 9, 10, 15, 16, 17, 18, 19]. The other
of FSBWOA selected 11 features whose position number was
[1, 2, 4, 7, 8, 9, 12, 14, 16, 19, 20]. Here, the proposed algo-
rithm could achieve the optimal solution based on three
kinds of feature relationship such as [3, 16][11, 12][18, 19].
From those relations, it effectively described the relationship
among features.

V. CONCLUSION
In this paper, we propose a novel feature selection framework
employing evolutionary approaches, especially estimation
of distribution algorithm (EDA). Most of data analy-
sis techniques affiliated with artificial intelligence domain
includes characteristics of deriving features and patterns
among numerous amounts of data. Meanwhile, reasoning out
causal substance from astronomical number of variables and

parameters in artificial intelligence models is significantly
challenging. Accordingly, recent trend in artificial intelli-
gence stresses about the importance of explainability regard-
ing data training results. With the combined use of feature
selection as well as evolutionary algorithm, we deliver logical
outcome from the data analysis results through employing
extended compact genetic algorithm (ECGA). By expanding
the set of features candidate pool, we search for the most
optimal subset of features combination using evolutionary
algorithms. Particularly, ECGA is specialized in providing
how such solution is derived based on probabilistic mod-
els during generation cycle. In other words, model blocks
enable tracing back the cluster combination outcomes and
interpreting the data analysis results as well. Our proposed
approach shows meaningful performance compared to state-
of-the-art metaheuristic based feature selection algorithms.
We reckon that our proposed research has advantages of not
only prominent performance in predictions but also logical
background for data analysis result. In real manufacturing
industries, the data set contains numerous features. In the
feature selection problems, the scalability of the proposed
algorithm for processing large data is important. Another
important point is stability for solving feature selection prob-
lems because the proposed algorithm finds the same subset of
features for different dataset samples. However, most feature
selection algorithms become unstable due to the iterative
process to find the optimal classification. Therefore, stability
is just as important as classification accuracy.
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